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The help message for every command can be obtained with the option “-h”. The help message
brings explanation of the command, how to use, as well as its options.

Example: for the commanaicep(%is the shell prompt)

> % mcep -h

>
> mcep - mel cepstral analysis

>

>  usage:

> mcep [ options ] [ infile ] > stdout

> options:

> -a a . all-pass constant [0.35]
> -m m : order of mel cepstrum [25]

> -l I : frame length [256]

> -h . print this message

> (level 2)

> -i 1 minimum iteration [2]

> -} ] : maximum iteration [30]

> -d d : end condition [0.001]
> -e e : small value added to periodgram [O]

> infile:

> windowed sequences (float) [stdin]
> stdout:

> mel-cepstrum (float)

For more information related to this toolkit, please refehttm//sourceforge.ngirojectgsp-tki.

In this site, the “Examples of Using Speech Signal Processing Toolkit” documentation le can be
downloaded. If you have any bug reports, comments, or questions related this toolkit, please use
the bug-tracker oSPTK website We will try to answer every question, but we cannot guarantee

it.


http://sourceforge.net/projects/sp-tk/
http://sourceforge.net/tracker/?group_id=176586
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NAME

acep — adaptive cepstral analydjs)

SYNOPSIS
acep [-mMM][HL][tT][-kK][-pP][-s][-eE][-P Pa]

[pele]<inle

DESCRIPTION

acepuses adaptive cepstral analy<$, (5), to calculate cepstral coecients from un-
framed oat data from standard input, sending the result to standard outpus. léfis
given,acepwrites the prediction error is written to that le.

Both input and output les are in oat format.

The algorithm to calculate recursively the adaptive cepstral camts is

cm+l) = QMO
ref =" 2¢en)e" ( =0)

i X , .
Fr = 21 ) N ig(j)el) o <1
i=1
(= D 21 )e(n)e
K
M@
n (n) =" (n 1) + (1 )e2(n)

M =

by c(0) as follows:

c(0) = % log"®

In Figurell, the system for adaptive cepstral analysis is shown.

LMA lter

X(n) — 1=D(2) q - &(n)

Figure 1:Adaptive cepstral analysis system
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OPTIONS
-m M order of cepstrum [25]
-1 L leakage factor [0.98]
-t T momentum constant [0.9]
-k K  step sizek [0.1]
—p P output period of cepstrum [1]
-S output smoothed cepstrum [FALSE]
—e E  minimum value for' ™ [0.0]
—P Pa number of coe cients of the LMA lter using the Paglapprox- [4]

imation. Pashould be 4 or 5.
EXAMPLE

In this example, the speech data is in the data.fin oat format, and the cepstral
coe cients are written in the ledata.acepfor every block of 100 samples, and the
prediction error can be found hata.et

acep -m 15 -p 100 data.er < data.f > data.acep

SEE ALSO
Lel§ geep meep macep amceen ggeep Madf
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NAME

acorr — obtain autocorrelation sequence

SYNOPSIS
acorr [-mM][-lL][inle ]

DESCRIPTION

acorr calculates then-th order autocorrelation function sequence for each frame of oat
data fromin le (or standard input), sending the result to standard output. Namely, the
input data is given by

and the autocorrelation is evaluated as

LXL k
r(k) = X(m)x(m+ K); k=0;1;:::;M;

m=0

and the output is the following autocorrelation function sequence,

Both input and output les are in oat format.

OPTIONS

-m M order of sequence [25]
- L frame length [256]

EXAMPLE

In the example below, the input Idata.fis in oat format. Here, the frame length and
period are of 256 and 100, respectively. Also, every frame is passed through a Blackman
window and the autocorrelation function sequence is sedata.acorr

frame -l 256 -p 100 < data.f | window | acorr -m 10 > data.acorr

SEE ALSO
cZack [evdor
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NAME
agcep — adaptive generalized cepstral anal®sis(
SYNOPSIS
agcep [-mM][-cC][-IL][-tTI[-kK][-pP]
[-s][-n][-eE][pele]<inle
DESCRIPTION

agcepuses adaptive generalized cepstral analy®idq calculate cepstral coecients
c (m) from unframed oat data in the standard input, and sends the result to standard
output. In the caspe le is given,agcepwrites the prediction error to this le.

Both input and output les are in oat format.

The algorithm which recursively calculates the adaptive generalized cepstratieogs
is shown below.

cm+d) = ) QMO

r= 2eme” (=0
A X _ .
o= 21 ) "le@® (0 <1
i=1

Fr®= Fr0 21 e (n)e

(n — K

M" ™)
"= D1 )E(n)

wherec = [c (1);:::;c (M), e =[e(n 1):::;e(n M)]”. The signale (n) is
obtained by passing the input signdh) through the lter (1+ F(2) ' ! where

XM
F@= c(mz™

m=1

In the case where = 1=nandnis a natural number, the adaptive generalized cepstral
analysis system is as shown in Figuire In the casen = 1, the adaptive generalized
cepstral analysis is equivalent to the LMS linear predictor. Also, whénl , the
adaptive generalized cepstral analysis is equivalent to the adaptive cepstral analysis.



TAXAXArO=Z2
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. e (n)
1+ F@)  * 1+ F(@
(@ 1 0
x(n) =e (n)
1 F(2
b)) =1
x(n)
— ] expF(2)
(c) =0

AGCEP 5

&(n)

&(n)

&n) = e (n)

Figure 1:Adaptive generalized cepstral analysis system

order of generalized cepstrum [25]
power parameter = 1=C for generalized cepstrum [1]
leakage factor [0.98]
momentum constant [0.9]
step sizek [0.1]
output period of generalized cepstrum [1]
output smoothed generalized cepstrum [FALSE]
output normalized generalized cepstrum [FALSE]
minimum value for" ™ [0.0]

In this example, the speech data is in thediata.fin oat format and the prediction error
can be found irdata.er The cepstral coecients are written to the lelata.agcep

AGCEP
x(n)
OPTIONS
—m
—C
—
—t
—k
—P
—S
—N
—€
EXAMPLE
SEE ALSO

agcep -m 15 data.er < data.f > data.agcep

acep amcep gisadt
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NAME
amcep — adaptive mel-cepstral analysis(l2)
SYNOPSIS
amcep [-mM][-aA][-dL][tT][-kK][-pP][-s][—eE]
[-PPa][pele]<inle
DESCRIPTION

amcepuses adaptive mel-cepstral analysis to calculate mel-cepstralcte@sc (m)
from unframed oat data in the standard input, sending the result to standard output. In
the casepe le is given,amcepwrites the prediction error to this le.

Both input and output les are in oat format.

The algorithm which recursively calculates the adaptive mel-cepstral@deatsb(m) is
shown below

D = ()

r'= 2em)e™” ( =0)

r'®= 21 ) e 0 <1
i=1

r®= 0N 21 Hen)e”

k

M ()

=m0 e

n =

=
Sy
]
\)_(Er‘
Q)
\)_(Er‘
Q)
®
K

@
@) @
z 1;J1—‘LZ 1_#'_)1_":2 1
? ?

1 a el e

Figure 1:Filter (2

the inverse lter, which is obtained as shown in Figiygpassings(n) through the lter

m(2)-
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The coe cientsb(m) are equivalent to the coecients of the MLSA lter, and the mel-
cepstral coe cientsc (m) can be obtained frorb(m) through a linear transformation
(refer tobZmeandmc2ty.

Thus, the adaptive mel-cepstral analysis system is shown in Bure
The Iter 1=D(2) is realized by a MLSA lter.

X(n) w e(n)
— 1D@=exp b(m) m(2) [

m=1

m(2)

Figure 2:Adaptive mel-cepstral analysis system

OPTIONS
-m M order of mel-cepstrum [25]
—a A all-pass constant [0.35]
- L leakage factor [0.98]
-t T  momentum constant [0.9]
-k K stepsiz&k [0.1]
—p P output period of mel-cepstrum [1]
-S output smoothed mel-cepstrum [FALSE]
—e E  minimum value for'® [0.0]
—P Pa number of coe cients of the MLSA lIter using the Padap- [4]

proximation.Pashould be 4 or 5.
EXAMPLE

In this example, the speech data is in thedata.fin oat format, and the adaptive mel-
cepstral coe cients are written to the lelata.amcefor every block of 100 samples:

amcep -m 15 -p 100 < data.f > data.amcep

SEE ALSO
acep aggcep mcZh h?me misadf
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NAME

average — calculate mean for each block

SYNOPSIS

average [-IL][-nN][inle ]

DESCRIPTION

averagecalculates the mean value for evdntength block fromin le (or standard in-
put), sending the result to standard output.

For the input data

the output is calculated as follows:

X(0)+ x(1)+:::+x(L 1)
L

If L = 0, then the whole input data is used to calculate the average.
Both input and output les are in oat format.

OPTIONS
- L number of items contained 1 frame [0]
—n N order of items contained 1 frame [L-1]
EXAMPLE
The output le data.avcontains the mean taken from the whole dataama.f in oat
format.
average < data.f > data.av
SEE ALSO

histogram estim Ustat
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NAME

b2mc - transform MLSA digital Iter coe cients to mel-cepstrum

SYNOPSIS
b2mc [-mM][-aA][inle ]

DESCRIPTION

b2mccalculates mel-cepstral coeientsc (m) from MLSA Iter coe cientsb(m) in
thein le (or standard input), sending the result to standard output.

Input and output data are in oat format.

The transformation frono(m) coe cients to mel-cepstral coecientsc (m) is as fol-
lows: 8
2 b(M) m=M

c(m):; bm+ bm+1) 0 m<M

The commandb2mcandmc2bare in inverse conversion relationship to each other.

OPTIONS

-m M order of mel cepstrum [25]
—a A all-pass constant [0.35]

EXAMPLE

The example below converts the cogients of an MLSA lter, which are in ledata.b
in oat format, into mel-cepstral coecients in le data.mcepwith M = 15 and =
0:35.

b2mc -m 15 < data.b > data.mcep

SEE ALSO
mcZh mcep
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NAME
bcp — block copy
SYNOPSIS
bcp [-II][-LL][-nn][-NN][-ss][-SS][-ee][-f f]
[ +type][inle ]
DESCRIPTION
bcp copies data blocks fronm le (or standard input) to standard output, and reformats
them according to the command line options given.
If the input format is ASCII, the basic input unit is a sequence of letters and the output
block is partitioned with carriage returns.
| nput B I,n+1 .
| | |
0 S e I-1n
Output
| £f] | FEFFF |
v S L-1LN
D LN+1 "
Figure 3:Example of the bcp command
OPTIONS

— | number of items contained 1 block
L number of destination block size
n order of items contained 1 block
N order of destination block size
—-S s start number
S start number in destination block
e endnumber
f  Ilinto empty block

[512]
[N/A]
[I-1]
[N/A]
[0]

[0]
[EOF]
[0]
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+t data type [f]
c char (1 byte) C unsigned char (1 byte)
s short (2 bytes) S unsigned short (2 bytes)
i3 int (3 bytes) I3 unsigned int (3 bytes)
i int (4 bytes) I unsigned int (4 bytes)
| long (4 bytes) L  unsigned long (4 bytes)
le long long (8 bytes) LE unsigned long long (8 bytes)
f  oat (4 bytes) d double (8 bytes)
a ASCII letter sequence
EXAMPLE
Assume that a(0), a(1), a(2), ... , a(20) is contained in the inpudal@.f written in oat
format. If one wants to copy the array a(1), a(2), ... , a(10), the following command can
be used.

bcp +f -1 21 -s 1 -e 10 data.f > data.bcp
A di erent example with respect to the same inputdbda.ffollows
bcp +f -l 21 -s 3 -e 5 -S 6 -L 10 data.f > data.bcp
In this example, the output block is

0, 0,00, 0,0, a(3), a4), a(5), 0

SEE ALSO
BTl prerge reverse
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NAME
bcut — binary le cut
SYNOPSIS
bcut [-sS][—eE][-IL][-nN][ +type][inle ]
DESCRIPTION
bcutcopies a selected portion f le (or standard input) to standard output.
OPTIONS
—-s S start number [0]
—e E end number [EOF]
-l L block length [1]
—-n N block order [L-1]
+t input data format [f]
c char (1 byte) C unsigned char (1 byte)
s short (2 bytes) S unsigned short (2 bytes)
i3 int (3 bytes) I3 unsigned int (3 bytes)
i int (4 bytes) I unsigned int (4 bytes)
| long (4 bytes) L  unsigned long (4 bytes)
le long long (8 bytes) LE unsigned long long (8 bytes)
f  oat (4 bytes) d double (8 bytes)
EXAMPLE

In the example below, the input ldata.fin oat format is cut from the 3rd to the 5th
oat point:

bcut +f -s 3 -e 5 data.f > data.cut
For example, if the ledata.fhad the following data
1,2;3;4;5;6;7

the output ledata.cutwould be
4;5; 6:

If the block length is assigned:

bcut +f -| 2 data.f -s 1 -e 2 > data.cut
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then, the output le would contain the following data,
3;4,5,6
If the stationary part, say from the sample 100, of the output of a digital Iter excited
with pulse train is desired, then the following command can be used:
train -p 10 -l 256 | dfs -a 1 0.8 0.6 | bcut +f -s 100 > data.cut

In this case, the ledata.cutwill contain 156 points.

If we generate alata.f le passing a sinusoidal signal through a 256-length window as
follows

sin -p 30 -l 2000 | window > data.f

and we want to take only the third window output, we could use the following com-
mand:

bcut +f -| 256 -s 3 -e 3 < data.f > data.cut

SEE ALSO
pcp merge reverse
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NAME

bell — ring a bell
SYNOPSIS

bell [ num]
DESCRIPTION

bell rings a bellnumtimes.
OPTIONS

num number of times bell rings [1]

EXAMPLE

This example rings bell 10 times:

bell 10
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NAME

c2acr — transform cepstrum to autocorrelation

SYNOPSIS
c2acr [-mMi][-M Ma ][ L][inle ]

DESCRIPTION

c2acr calculatesM,-th order autocorrelation coecients fromM;-th order cepstral co-
e cientsinthdnle (or standard input), writing the result to standard output. Given the
cepstral coe cients

Both input and output les are in oat format.

The power spectrum is calculated from the logarithm spectrum, which is obtained from
the Fourier transform of thM;-th order cepstral coecients. The autocorrelation coef-
cients are obtained through the inverse Fourier transform of the power spectrum.

OPTIONS
—-m M; order of cepstrum [25]
—-M M, order of autocorrelation [25]
-I L FFTlength [256]
EXAMPLE

In the following example, the 15-th order linear prediction ce&ents are calculated
from the 30-th order cepstral coeients indata.cepand the result is sent to tliata.lpc

c2acr -m 30 -M 15 < data.cep | levdur -m 15 > data.lpc

SEE ALSO
uels cZsp c2it, [pcZge
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NAME
c2ir — cepstrum to minimum phase impulse response
SYNOPSIS
c2ir [-IL][-m My ][-M Mz ][=i][ inle ]
DESCRIPTION
c2ir calculates the minimum phase impulse response from the minimum phase cepstral
coe cients in thein le (or standard input), sending the result to standard output. For
example, if the input sequence is
c(0); (1), c(2); 1 : 1 ;c(My)
then the impulse response is calculated as
8
§ h(0) = exp(c(0))
h(n) = Ay
M=% 1m=" Xgonn 0 n 1
: n
k=1
and the output will be given by
h(0); h(1);h(2);:::;h(L 1)
Both input and output les are in oat format.
OPTIONS
—-m M; order of cepstrum [25]
—-M M, length of impulse response [L-1]
- L  order of impulse response [256]
—i input minimum phase sequence [FALSE]
If the number of cepstral coecientsM; is not assigned and the order of the cepstral
analysis is less thel, then the number of coecients read is made equal k.
EXAMPLE
The output le data.ir contains the impulse response in the range 0 99 obtained
from the 30-th order cepstral coeients le data.cepin oat format:
c2ir - 100 -m 30 data.cep > data.ir
SEE ALSO

CZsp cZacr
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NAME

c2sp — transform cepstrum to spectrum

SYNOPSIS
c2sp [-mM ][ L][-p][-00O][inle ]

DESCRIPTION

c2spcalculates the spectrum from the minimum phase cepstrumifréen (or standard
input), sending the result to standard output. Input and output data are in oat format.

OPTIONS

—-m M order of cepstrum [25]
- L frame length [256]

-p output phase [FALSE]
-0 O output format [0]
if the “—p” option is not assigned then

O=0 20 logjH(2);
O=1 InjH(2)j
0=2 jH@)

if the “—p” option is assigned then
O=0 argH(2) [ rad]
O=1 argH(2j [rad]
O=2 argH(2 180 [deg]
EXAMPLE

The example below takes the 15-th order cepstrum from thdaka.cepn oat format,
evaluates the running spectrum, and presents it in the screen:

c2sp -m 15 data.cep | grlogsp | xgr

SEE ALSO
[els
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NAME
cdist — calculation of cepstral distance
SYNOPSIS
cdist [-mM][-0O][f]cle[inle ]
DESCRIPTION
cdistcalculates the cepstral distance between the cepstralaests inin le (or stan-
dard input) and the ones mle, sending the result to standard output. For example, if
the cepstral coecients of thein le at framet are
C1t(0); Cr(1); €1(2); 1 2 2 5C1(M)
and the cepstral coecients inc le at framet are
C21(0); C2t(1); C21(2); 1 1 2 5C20(M)
then the squared cepstrum distance for every frame is given by
hol
dit) = (ci(®)  ca(K)?
k=1
and the total cepstral distance between both les is
1 X
d= T d(t)
t=0
If the number of frames in the two les is derent, thercdistwill consider the smallest
number for the evaluation.
OPTIONS
—-m M order of minimum-phase cepstrum [25]
-0 O output format [0]
o=0 2P2m [db]
O=1 d()
O0=2 %(W
—f output frame by frame [FALSE]
EXAMPLE

In the example below, the squared spectral distance of the 15-th order cepstrum les
datal.cemnddata2.cepboth in oat formats, is evaluated and displayed:

cdist -m 15 datal.cep data2.cep | dmp +f
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SEE ALSO
ecep ggcep @mcep meep
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NAME
clip — data clipping
SYNOPSIS
C”p [_y Ymin Ymax] [_ymin Ymin] [—ymax Ymax] [ inle ]
DESCRIPTION
clip clips the data fromn le (or standard input) between the minimum and maximum
values speci ed on the command line, sending the result to standard output.
Input and output data are in oat format.
OPTIONS
-y Ymin Ymax lower bound & upper bound [ 1:010]
-ymin  Ymin lower bound (ymax= inf) [N/A]
—ymax Ymax upper bound (ymirF -inf) [N/A]
EXAMPLE

Suppose that the datadlata.fis in oat format and presents the following values,
1:0; 2:0; 3:0; 4:0; 5:0; 6:0
If we type the command
clip -y 2.5 5.5 < data.f > data.clip
then the outputlata.clipwill contain the following values.

2:5:2:5:3:0; 4:0;5:0; 55
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NAME
da — play 16-bit linear PCM data
SYNOPSIS
da [-sS][-cC][-9G][-aA][-00][-w][-H H]
[-v][ +type][inlel J[inle2 ]...
DESCRIPTION
daplays a series of input les (or standard input) on a system-dependent audio output de-
vice. If the system does not support the speci ed sampling frequeliaayp-samples the
data to a supported frequency. This command can be used under Linux (i386), FreeBSD
(1386 newpcm driver), SunOS 4.1.x, SunOS 5.x (SPARC).
It is possible to change the environment settings through the following options
DA _GAIN gain
DA_AMPGAIN amplitude gain
DA _PORT output port
DA _HDRSIZE header size
DA _FLOAT set the input data to oat
OPTIONS
—s S sampling frequency, it can be used the following sampling frig-0]
qguencies 8, 10, 11.025, 12, 16, 20, 22.05, 32, 44.1, 48 (kHz).
-g G gain [0]
—a A amplitude gain(0..100) [N/A]
—0 O output port(s : speaker, h : headphone) [S]
—-W execute byte swap [FALSE]
—-H H header size in byte [0]
-V display lename [FALSE]
+type input data format [f]
c char (1 byte) C unsigned char (1 byte)
s short (2 bytes) S  unsigned short (2 bytes)
i3 int (3 bytes) I3 unsigned int (3 bytes)
i int (4 bytes) I unsigned int (4 bytes)
| long (4 bytes) L  unsigned long (4 bytes)
le longlong (8 bytes) LE unsigned long long (8 bytes)
f  oat (4 bytes) d double (8 bytes)
EXAMPLE

In the following example, the speech data diata.sis played on the headphone. The
sampling frequency is 8 kHz, and the input data is in short format.
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BUGS
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da +s -s 8 -0 h data.s

In Linux operating systems, the output port can not be assigned.

DA
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NAME
dct — DCT-II
SYNOPSIS
det [-IL][-I][—-d][ inle ]
DESCRIPTION
dct calculates the Discrete Cosine Transform Il (DCT-1I) of the input data irirthe
(or standard input), sending the results to standard output. The input and output data are
both in oat format, and arranged as follows.
Data bl ock 1 Data bl ock 2
si ze : si ze si ze : si ze
I nput
Data bl ock 1 Data bl ock 2
si ze : si ze si ze : si ze
After DCT - -
(Output)
Real part Im. part Real part Im. part
The Discrete Cosine Transform Il can be written as:
r_ !
X¢ = gc - cos(—k I+}') ; 1=0;1, ;L
k — L k - )(I L 2 H - Pt ] ’
where 3
21 1 k L 1)
G=5 ., P=
- 1= 2 (k=0
OPTIONS
- L DCT size [256]
=l use complex number [FALSE]

—d don't use FFT algorithm [FALSE]
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EXAMPLE

In this example, the DCT is evaluated from a complex-valued datala&.fin oat
format (real part: 256 points, imaginary part: 256 points), and the output is written to
data.dct

dct data.f - 256 -1 > data.dct

SEE ALSO
0,
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NAME

decimate — decimation (data skipping)

SYNOPSIS
decimate [—pP]J[-sS][inle ]

DESCRIPTION

decimatepicks up a sequence of input data frame (or standard input) with interval
P and start numbe8, sending the result to standard output.

If the input data is
X(0); x(1); x(2); : =
then the output data is given by:

X(S); X(S + P); X(S + 2P); X(S + 3P); : ::
Input and output data are in oat format.

OPTIONS

—p P decimation period [10]
-s S start sample [0]

EXAMPLE

This example decimates input data frafata.f le with interval 2, interpolates 0 with
interval 2, and then outputs the results to thediata.dt

decimate -p 2 < data.f | interpolate -p 2 > data.di

SEE ALSO
Interpolate
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NAME

delay — delay sequence

SYNOPSIS
delay [-sS][-f][inle ]

DESCRIPTION

delaydelays the data im le (or standard input) by inserting a speci ed number of zero
samples at the beginning, and sends the result to standard output. For example, if we
want to delay the following data

asin

Both input and output les are in oat format.

OPTIONS
—s S start sample [0]
—f keep le length [FALSE]
EXAMPLE
If we have the following data in the inpdata.f le
1:0; 2:0; 3:0; 4:0; 5:0; 6:0
and we use the command below
delay -s 3 < data.f > data.delay
then the output ledata.delaywill be
0:0; 0:0; 0:0; 1:0; 2:0; 3:0; 4:0; 5:0; 6:0

As another example, if we want to keep the same size of the input le, we can use the
following command,

delay -s 3 -f < data.f > data.delay

and the outputiata.delaywill be
0:0;0:0;0:0; 1:0; 2.0; 3.0
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NAME
delta — delta calculation
SYNOPSIS
delta [-mM][-IL][tT][-d(fnjdo[dy:::])][-r Nr W1 [W5]]
[ —R Nr W1 Wey [We, Was]] [-M magic] [ inle ]
DESCRIPTION
deltacalculates dynamic features framle (or standard input), sending the result (static
and dynamic features) to the standard output. Input and output are of the form:
input:::;%(0); 1 x(M); 1
output: : 1;%(0): 1 1:%(M); Ox(0);:::; Ox(M); 112 OWx(0);:::; Ox(M);:::
Also, input and output data are in oat format. The dynamic feature vectox, can be
obtained from the static feature vector as follows.
X0
My, = WO ()X
= LM
wheren is the order of the dynamic feature vector. For example, when we evaluate the
2 parametem = 2.
OPTIONS

-m M order of vector [25]
-1 L length of vector [M + 1]
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—d

(fnjdo[dy :::])

Speech Signal Processing Toolkit DELTA

fnisthe le name of the parametevé”( ) [N/A]
used when evaluating the dynamic feature
vector. It is assumed that the number of co-

e cients to the left and to the right are the
same. In case this is not true, then zeros are
added to the shortest side. For example, if
the coe cients are given by:

w( 1); w(0); w(1); w(2); w(3)

then zeros must be added to the left as fol-
lows.

0; O;w( 1), w(0); w(1); w(2); W(3)

Instead of entering the lenamen, the co-

e cients(which compose the ldn) can

be directly inputted from the command
line. When the order of the dynamic fea-
ture vector is higher than one, then the sets
of coe cients can be inputted one after the
other as shown in the example below. This
option cannot be used with the —r nor —R
options.
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- Ng W [W] This option is used whehg-th order dy- [N/A]
namic parameters are used and the weight-
ing coe cientsw( ) are evaluated by re-
gression. Nr can be made equal to 1 or
2. The variabledV; andW, represent the
widths of the rst and second order regres-
sion coe cients, respectively. The rst or-
der regression coecients for x; at frame
t are evaluated as follows.

For the sec?pd order regrelgsion cee
Wo

Clent ,a2 = V\LZ W 41 al = = W, 21

a= "2, land

P
2 2 V\f Wz(aO 2 al)Xt+
22d %

This option cannot be used with the —d nor
—R options.

—R  Nr W1 Wg[WE> Wg,]  Similarly to the —r option, by using this op-[N/A]
tion, we can obtairNg-th order dynamic
feature parameters and the weighting coef-
cients will be evaluated by regressiohlg
can be made equal to 1 or 2. The variables
W and Wg; represent the width of thie
th order regression coeients in the for-
ward and backward direction, respectively.
Combining this option with the —M option,
the regression coecients can be evaluated
skipping the magic number from the input.
This option cannot be used with the —d nor
—r options.

-M  magic The magic numbemagic can be skipped [N/A]
from the input during the calculation of the
dynamic features. This option is valid only
when the —R option is also speci ed.

EXAMPLE

In the example below, the rst and second order dynamic features are calculated from
15-dimensional coecient vectors frondata.staticusing windows whose width are 1.
The resultant static and dynamic features are setta.delta
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delta -m 15 -r 2 1 1 data.static > data.delta
or

echo "-0.5 0 0.5" | x2x +af > delta
echo "1.0 -2.0 1.0" | x2x +af > accel
delta -m 15 -d delta -d accel data.static > data.delta

Another example is presented bellow, where the rst and second order dynamic features
are calculated from the scalar sequencdata.fQ sending windows with 2 units width
and skipping the magic number -1.0E15.

delta -1 1 -R 2 2 2 2 2 -M -1.0E15 data.f0 > data.delta

SEE ALSO
mipg
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NAME
df2 — second order standard form digital Iter
SYNOPSIS
df2 [-sS][-p fibi][-z fob][inle ]
DESCRIPTION
df2 lters data fromin le (or standard input) using a second order digital Iter in standard
form, sending the result to standard output. The central frequency and frequency band
can be both assigned through the options, shown bellow. The lter transfer function is
given by:
HE) = 1 2exp( by=fp)cos(2 f,=f)z * + exp( 2 b,=fy)z 2
1 2exp( bi=fp)cos(2 f,=f)z 1 + exp( 2 b,=fy)z 2
Also, if this command is used in cascade, an arbitrary lter can be designed by using the
options —p and —z. Input and output data are in oat format.
OPTIONS
-s S sampling frequenc$ [kHz] [10.0]
—p fy by center frequency; [Hz] and band width, [Hz] of pole [N/A]
-z f, b, center frequency, [Hz] and band width, [Hz] of zero [N/A]
EXAMPLE

The command below gives the impulse response of a Iter with a pole at 2000 Hz and a
frequency band of 200 Hz:

impulse | df2 -p 2000 200 | fdrw | xgr

40

20 200Hz ]

VN

- 20

| og magni tude (db)

o1 2 3 4 5
frequency[ KHz]
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NAME
dfs — digital Iter in standard form
SYNOPSIS
dfs [-aKa(l):::a(M)][-bbO)b(1):::b(N)][-pple][-zzle]
[inle ]
DESCRIPTION
dfs Iters data frominle (or standard output) using a digital Iter in standard form,
sending the result to standard output. The Iter transfer function is given by:
X
b(n)z "
H(@) = K—=
@ ~
1+ amz™
m=1
Both input and output les are in oat format.
OPTIONS
—-a Ka(l):::a(M) denominator coecients, whereK is the gain of [N/A]
the transfer function.
—b  b(0) b(1):::b(N) numerator coe cients [N/A]
—-p pfile denominator coecients le in oatformat as fol- [NULL]
lows
K;a(l1);:::;a(M)
-z zfile numerator coe cients le in oat format as fol- [NULL]
lows
b(0); b(1); : : 2 ;b(N)
If the option—a and—p speci ed, then botlK and the denominator are set to 1. On the
other hand, if the optiorb and—z are not speci ed, then the numerator is set to 1.
EXAMPLE

In order to visualize the impulse response of the following transfer function

1+2z1+22

H2) = 70

the command below can be used

impulse | dfs -a 1 09 -b 1 2 1 | dmp +f
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For visualizing the frequency response plot of the digital Iter, whose aoents are
de ned in oat format by the lesdata.p, data.zthen the following command can be

used.
impulse | dfs -p data.p -z data.z | spec | fdrw | xgr

The les data.panddata.zcan be obtained through thk@xcommand.
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NAME
dmp — binary le dump
SYNOPSIS
dmp [-nN][-l L][ +type][ Yform ][ inle ]
DESCRIPTION
dmpconverts data frorm le (or standard input) to a human readable form, (one sample
per line, with line numbers) and sends the result to standard output.
OPTIONS
-n N block order (0,...,n) [EOD]
- L block length (1,...,1) [EOD]
+t input data format [f]
c char (1 byte) C unsigned char (1 byte)
s short (2 bytes) S unsigned short (2 bytes)
I3 int (3 bytes) I3 unsigned int (3 bytes)
i int (4 bytes) I unsigned int (4 bytes)
| long (4 bytes) L  unsigned long (4 bytes)
le long long (8 bytes) LE unsigned long long (8 bytes)
f  oat (4 bytes) d double (8 bytes)
%form print format (printf style) [N/A]
"+' option must be placed in front of '%"' option, without
whitespace.
EXAMPLE

In this example, data is read from the input data.fin oat format, and the enumerated
data is shown on the screen:

dmp +f data.f
For example, if thelata.f le has the following values in oat format
1,2;3;4;5;6,7

then the following output will be displayed on the screen:

A WNEFLO
b wWDNPF
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5 6
6 7

In case one wants to assign a block length the following command can be used.
dmp +f -n 2 data.f

And the output will be given by:
0 1

ONEFPODNEPEF
~No obh~hWwWN

Some other examples are provided bellow:
Print the unit impulse response of a digital Iter on the screen:

impulse | dfs -a 1 0.9 | dmp +f
Print a sine wave using the %e optiongrfntf:
sin -p 30 | dmp +f%e
Print the same sine wave represented by three decimal points:

sin -p 30 | dmp +f%.3e

SEE ALSO
K2,
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NAME
dtw — dynamic time warping
SYNOPSIS
dw [-mM][AL][-tT][—rR]I[-nN][-p P]
[-sScorefile][-v Vitfile]re le[inle ]
DESCRIPTION

dtw carries out dynamic time warping between the test data vectorsifréen(or stan-

dard input) and the reference data vectors fremle, and sends the result to standard
output. The result is the concatenated sequence of the test and the reference data vectors
along with the Viterbi path. If —s option is speci ed, the score calculated by dynamic
time warping, that is, the distance between the test data and the reference data is output
and sent té&score le. If —v option is speci ed, the concatenated frame number sequence
along the Viterbi path is output and senf\ib le .

For example, suppose that the test and the reference data vectors are

test 1 x(0); x(1); 1 55x(Tx 1), X(Ty);
reference :y(0); y(1);:::;y(Ty 1), W(Ty);

whereT, andTy are the length of the test and reference data vectors, respectively,p and
the following Viterbi sequences

test : X( x(0)); X( «(1));::5xX( «(Tx 1)) Xx( x(T);
reference :y( ,(0)); y( y(1));::5:¥( y(Ty D) Y( (Ty));

are obtained, where,() and () are the function which maps the frame number of
testreference data into the corresponding Viterbi frame number, respectively. In addi-
tion, the relation (Tx) = y(Ty) holds. Then, the following sequence

are sent to th¥it le .

Both input and output les are in oat format. However, th& le which contains the
Viterbi frame number sequence is in int format.
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OPTIONS
-m M order of vector [0]
-1 L dimention of vector [M+1]
-t T number of test vectors [N/A]
-r R number of reference vectors [N/A]
-n N type of norm used for calculation of local cost [2]

N=1 L;-norm
N=2 L,-norm

-p P local path constraint [5]

candidates of constraint are shown in gute
—s Scorefile output score of the dynamic time warping3eorefile [FALSE]

-v  Vitfile output frame number sequence along the Viterbi path[fEALSE]
Vitfile.

EXAMPLE

In the example below, a dynamic time warping between the scalar sequenastiabest
and the sequence frodata.refis carried out and the concatenated sequence are written
to data.out

dtw -I 1 data.ref < data.test > data.out
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NAME

ds — down-sampling

SYNOPSIS
ds [-sS][inle ]

DESCRIPTION

ds down-samples data fromm le (or standard input), and sends the result to standard
output.

Both input and output les are in oat format.
The following Iter coe cients can be used.

S=21 $SPTKsharéSPTK/Ipfcoef.2tol

S=32 $SPTKsharéSPTKIpfcoef.3to2

S=43 $SPTKsharéSPTKIpfcoef.4to3

S=52s=54 $SPTHKshardpfcoef.5to2up
$SPTKshardpfcoef.5t02dn
($SPTK is the directory where toolkit was installed.)

Filter coe cients are in ASCII format.

OPTIONS
—-s S conversion type [21]

S=21 down-sampling by 2 :
S =32 down-sampling by 3:
S =43 down-sampling by 4 :
S =52 down-sampling by 5 :
S =54 down-sampling by 5 :

A NWOWDNPF

EXAMPLE

In this example, the speech data in the inputdiata.16 which was sampled at 16 kHz
in oat format, is downsampled to 8 kHz:

ds data.16 > data.8

SEE ALSO
s, OScd) USTH
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NAME

echo2 — echo arguments to the standard error
SYNOPSIS

echo2 [-n][argument]
DESCRIPTION

echo2sends its command line arguments to standard error.
OPTIONS

-n no output newline [FALSE]

EXAMPLE

This example prints "error!” in the standard error output:

echo2 -n "error!"
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NAME

excite — generate excitation

SYNOPSIS
excite [—-pP][=il][-n][-sS][Iinle ]

DESCRIPTION

excitegenerates an excitation sequence from the pitch period informationlén (or
standard input), and sends the result to standard output. When the pitch period is nonzero
(i.e. voiced), the excitation sequence consists of a pulse train at that pitch. When the
pitch period is zero (i.e. unvoiced), the excitation sequence consists of Gaussian or M-
sequence noise.

Input and output data are in oat format.

OPTIONS
—p P frame period [100]
—i | interpolation period [1]
-n gaus#M-sequence for unvoiced [FALSE]
default is M-sequence
—s S seed for nrand for Gaussian noise [1]
EXAMPLE

In the example below, the excitation is generated frondéita.p le and passed through
a LPC synthesis lter whose coecients are in thelata.lpc le. The speech signal is
outputted to thelata.synle.

excite < data.p | poledf data.lpc > data.syn

The following command can be used for generating an unvoiced sound by using Gaus-
sian noise:

excite -n < data.p | poledf data.lpc > data.syn

SEE ALSO
poled
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NAME
extract — extract vector
SYNOPSIS
extract [-IL][—i1]indexle[inle ]
DESCRIPTION
extractextracts selected vectors fromle (or standard input), and sends the result to
standard output.index le contains a previously-computed sequence of codebook in-
dexes corresponding to the input vectors. Only those input vectors whose codebook
index (fromindex le) matches the index given by the “—i” option are sent to the standard
output.
OPTIONS
-l L order of vector [10]
—i | codebook index [0]
EXAMPLE
In the example below, a 10-th order vector ¢&ta.vin oat format is quantized us-
ing a previously obtained codebodlata.idxand are written to the output lelata.ex
guantized to the index O codeword.
extract -i 0 data.idx data.v > data.ex
SEE ALSO

V3, g
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NAME
fd — le dump
SYNOPSIS
fd [-aA][-nN][-m M][-ent] [ +type] [ %form ][ inle ]
DESCRIPTION
fd converts data frorm le (or standard input) to a human-readable multi-column format,
and sends the result to standard output.
OPTIONS
-a A address [0]
-n N initial value for numbering [0]
-m M modulo for numbering [EOF]
—ent number of data in each line [0]
+t data type [c]
c char (1 byte) C unsigned char (1 byte)
s short (2 bytes) S  unsigned short (2 bytes)
i3 int (3 bytes) I3 unsigned int (3 bytes)
i int (4 bytes) I unsigned int (4 bytes)
| long (4 bytes) L  unsigned long (4 bytes)
le long long (8 bytes) LE unsigned long long (8 bytes)
f  oat (4 bytes) d double (8 bytes)
%form print format (printf style) [N/A]
"+' option must be placed in front of ‘%' option, without
whitespace.
EXAMPLE

This example displays the speech data in “sample.wav” with the corresponding ad-
dresses:

fd +c -a 0 sample.wav

Results:
000000 52 49 46 46 9a 15 00 00 57 41 56 45 66 6d 74 20 |RIFF...WAVEfmt |
000010 10 00 OO OO0 01 00 01 OO 40 1f 00 OO 40 1f 00 0O |........ @..@...|

000020 01 00 08 00 64 61 74 61 76 15 00 00 8a 8a 8f 99 |....datav....... |
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SEE ALSO

Speech Signal Processing Toolkit

FD
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NAME
fdrw — draw a graph
SYNOPSIS
fdw [-F F][-RR][-W W][-HH][-0Xx0oy0o][-gG][-m M ]
[-ILIT-PpPI[H IJI[-"nNJ[tT][-yyminymax[-zZ][-b]
[inle ]
DESCRIPTION
fdrw converts oat data fromn le (or standard input) to a plot formatted according to
the FP5301 protocol, and sends the result to standard output. One can control the details
of the plot layout by setting the options bellow:
OPTIONS
-F F factor [1]
-R R rotation angle [0]
-W W width of gure ( 100 mm) [1]
-H H height of gure ( 100 mm) [1]
-0 X0Yyo origin in mm [20 25]
-g G draw grid (0 2) (see als¢q]) [1]
-m M line type (1 5) [O]
1: solid 2: dotted 3: dot and dash 4: broken 5: dash
-1 L line pitch [O]
-p P pen number (1 10) [1]
- J join number (0 2) [1]
-n N number of samples [0]
-t T rotation of coordinate axis. Wheh = 1, the refer- [0]

ence pointis on the top-left. Whdn= 1 the reference

point is on the bottom-right.
-y ymin ymax scaling factor fory axis [-11]
-z Z This option is used when data is written recursively ]

they axis. The distance between two graphs inyhe

axis is given byZ.
-b bar graph mode [FALSE]

The x axis scaling is automatically done so that every point in the input le is plotted in
equally spaced interrals for the assigned width. When-theption is omitted and the
number of input samples is below 5000, then the block size is made equal to the number
of samples. When the number of samples is above 5000, then the block size is made

equal to 5000.
When the-y option is omitted, the input data minimum value is setytoin and the

maximum value is set tpmax
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EXAMPLE

In the example below, the impulse response of a digital Iter is drawn on the X window
environment:

impulse | dfs -a 1 0.8 0.5 | fdrw -H 0.3 | xgr

The graph width is 10cm and its height is 3cm.

The next example draws the magnitude of the frequency response of a digital Iter on
the X window environment:

impulse | dfs -a 1 0.8 0.5 | spec | fdrw -y -60 40 | xgr

They axis goes from 60 dB to 40 dB.
The running spectrum can be draw on the X window environment by:

fig -g 0 -W 0.4 << EOF

~~~~x 05

~~~~xscale 01 23 45

~~~~xname "FREQUENCY (kHz)"

EOF

spec < data |\

fdrw -W 04 -H 0.2 -g 0 -n 129 -y -30 30 -z 3 |\
Xgr

The commangbsgrprints the output to a laser printer in the same manner as it is printed
on the screen. Since thérw command includes a sequence of commands for a plotter
machine (FP5301 protocol) in the output le, its output can be directly sent to a printer.

SEE ALSO
(9], xat, psar
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NAME
t — FFT for complex sequence
SYNOPSIS
t [-IL][-m M][-fAjRjIjPg][inle ]
DESCRIPTION
t uses the Fast Fourier Transform (FFT) algorithm to calculate the Discrete Fourier
Transform (DFT) of complex-valued input data framle (or standard input), and sends
the result to standard output. The input and output data is in oat format, and arranged
as follows.
7 ¥|+1 { 7 3/|+1 {
Input sequence| real part || imaginary part |
0 M O M
z il { z i {
Output sequence real part || imaginary part |
0 L 10 L 1
OPTIONS
—-I L FFT size power of 2 [256]
—-m M order of sequence [L-1]
-A amplitude [FALSE]
-R real part [FALSE]
=l imaginary part [FALSE]
—P output power spectrum [FALSE]
EXAMPLE
This example reads a sequence of complex numbers in oat formatdedenf le (real
part with 256 points and imaginary part with 256 points), evaluates its DFT and outputs
it to thedata.dft le:
fft data.f -l 256 -A > data.dft
SEE ALSO

[1H, speg phase
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NAME
t2 — 2-dimensional FFT for complex sequence
SYNOPSIS
2 [AL][-mM M J[t][-c][-aq][-fAJRjI]Pg]
[inle ]
DESCRIPTION

t2 uses the 2-dimensional Fast Fourier Transform (FFT) algorithm to calculate the 2-
dimensional Discrete Fourier Transform (DFT) of complex-valued input dataifiden
(or standard input), and sends the result to standard output. The input and output data is
in oat format, arranged as follows.

Data bl ock 1 Data bl ock 2
nl xn2 ! nl xn2 nl xn2 ! nl xn2
I nput
Real part Im. part Real part Im. part
size size
After read
000
000
n2
si ze 000
000
00000000000000 00000000000000
Real part Im. part
| si ze xsi ze si ze x si ze | si ze xsi ze si ze x si ze |
After FFT |+ o -

(Output)
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OPTIONS

-1 L FFT size power of 2 [64]

-m  M; M, order of seguenceM; M,). If le size kis smaBerﬂin [64; M4]
64 2and k 2isanintegervalugyl; = M, = Kk 2.
Otherwise, an output error message is sent to standard error
output and the command is terminated.

—t Output results in transposed form. [FALSE]
YM YM
X X
FFT resul t transposed
out put
—C When results are transposed, 1 boundary data is codiedLSE]

from the opposite side, and theh ¢ 1) (L + 1) data
IS outputted.

-1
0 0
0 -1 0 |
transposed conpensat ed
out put boundary
—q Output rst 1=4 data of FFT results only. As in the above {FALSE]

option, boundary data is compensated dpd ) (% +1)
data is outputted.

-1

|/2------§ ------ | /2+1
0 : 0
0 I/21-1 0 1/2+1
FFT result Fi rst quadrant
out put

-A amplitude [FALSE]
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-R real part [FALSE]
— imaginary part [FALSE]
-P output power spectrum [FALSE]

EXAMPLE

This example reads a sequence of 2-dimensional complex numbers in oat format from
data.f le, evaluates its 2-dimensional DFT and outputs idta.dft le:

fft2 -A data.f > data.dft

SEE ALSO
O, OO, i3
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NAME
tcep — FFT cepstral analysis
SYNOPSIS
tcep [-mM][-L][-J][-kKK][-eE][Iinle ]
DESCRIPTION
tcepuses FFT cepstral analysis to calculate the cepstrum from windowed framed input
data inin le (or standard input), sending the result to standard output. The windowed
input time domain sequence of lendths of the form:
x(0); x(1);::;x(L 1)
Input and output data are in oat format.
Also, the improved cepstral analysis meth@jirhay be used if the number of iterations
J and the acceleration fact&rare given.
OPTIONS
—-m M order of cepstrum [25]
—-I L frame length [256]
- J  number of iteration [O]
-k K acceleration factor [0.0]
—-e E epsilon [0.0]
EXAMPLE
In the example below, speech data in oat format is read fistata.fand the cepstral
coe cients are output tdata.cep
frame < data.f | window | fftcep > data.cep
SEE ALSO

oels
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NAME
tr — FFT for real sequence
SYNOPSIS
tr [-IL][-mM][-fAjRjIjPg][-H][ inle ]
DESCRIPTION
tr uses the Fast Fourier Transform (FFT) algorithm to calculate the Discrete Fourier
Transform (DFT) of real-valued input data imle (or standard input), and sends the
result to standard output. When the —m option is omitted and the input data sequence
length is less than the FFT size, the input data is padded with zeros. The input and output
data is in oat format, arranged as below.
z il {
Inputsequence] Xo: X1, 0 Xm:0; 00050 \
0 L 1
z il { z il {
Output sequence] real part || imaginary part |
0 L 10 L 1
OPTIONS
-l L FFT size power of 2 [256]
-m M order of sequence [L-1]
-A output magnitude [FALSE]
-R output real part [FALSE]
—I output imaginary part [FALSE]
-P output power spectrum [FALSE]
-H output half size [FALSE]
EXAMPLE
In the example below, a sine wave is passed through a Blackman window, its DFT is
evaluated and the magnitude is plotted:
sin -p 30 | window | fftr -A | fdrw | xgr
SEE ALSO

1, T2, 2, 1 16 12 speg; phase
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NAME

tr2 — 2-dimensional FFT for real sequence
SYNOPSIS

r2 [ L][-mM M J[t][-c][-a][-fAjRjIjPg][inle ]
DESCRIPTION

tr2 uses the 2-dimensional Fast Fourier Transform (FFT) algorithm to calculate the
2-dimensional Discrete Fourier Transform (DFT) of real-valued input data le (or
standard input), and sends the result to standard output. The input and output data is in
oat format, arranged as follows.

| nl xn2 | nl xn2 _| nl xn2 _|
Input i
After read
size
] 00000000000000 00000000000000
| size xsize . sizexsize | size xsize . sizexsize |
After FFT | -+ T T l
(Output) = ]
OPTIONS
-1 L FFT size power of 2 [64]

-m M; M, order of sque_ncd\,{l M,). If the le size k is smgl_er [64; M4]
than 64 and ~ k is an integer value, thell; = M, = * k.
Otherwise, output error message is sent to standard error
output and then the command terminates.

—t Output results in transposed form (see aiss). [FALSE]

—C When results are transposed, 1 boundary data is codiedLSE]
from the opposite side, and then data whose sizé is (
1) (L+1)isoutput. (see aldatd).
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—q Output rst 14 data of FFT results only. As in —c option[FALSE]
boundary data is compensated and data whose sigeiris (
1) (5 + 1)is output (see alsor).

-A amplitude [FALSE]

-R real part [FALSE]

— imaginary part [FALSE]

-P output power spectrum [FALSE]
EXAMPLE

This example reads a sequence of 2-dimensional real numbers in oat formad &tanh
le, evaluates its 2-dimensional DFT and outputs resultddta.dft le:

fftr2 -A data.f > data.dft

SEE ALSO
O, 2, O, 3 12 1
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NAME
g — plot a graph
SYNOPSIS
g [-F F]I[-RR][-WW][-HH][-0x0yo][-gG][-p P][-] J]
[-sS][-f file][-t][inle ]
DESCRIPTION
g draws a graph using information fromle (or standard input), sending the result in
FP5301 plot format to standard output. This command is similar to the Unix command
“graph” but includes some labeling functions. The output can be printed directly on
a printer that supports the FP5301 protocol, displayed on an X11 display wiggthe
command, or converted to PostScript format withpisgrcommand.
OPTIONS
-F F factor [1]
-R R rotation angle [0]
-W W width of gure ( 100mm) [1]
-H H height of gure ( 100mm) [1]
—0 X0 Yyo origininmm [20 20]
g G dawgid(0 2 2]
G 0 1 2
-p P pen number (1 10) [1]
- J join number (0 2) [0]
-s S fontsize (1 4) [1]
—f  file  The le assigned after this option is read befande , that [NULL]
is, this option gives preference.
—t transpose andy axes [FALSE]
EXAMPLE

In the example below, data thata. g le is plotted in an X terminal:
fig data.fig |xgr

In this example, data idata. g le is converted to postscript format and visualized with
ghostview:

fig data.fig | psgr | ghostview -
USAGE
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COMMAND

The input data le can contain commands and data. Commands can be used for labeling,
scaling, etc. Data is written in the {) coordinate pair form. Command values can be
overwritt Isty entering new command values.

COMMAND LI

x [mel ] xmin xmaxxal
y [mel ] ymin ymaxya]

xscale X; Xo X3 i
yscaley, Yo y3:::

xname ‘text’
yname ‘text’

print x y "text [th]
printc X y "text’ [th]

Assignsx andy scalings. Marks can be speci ed in
x andy axes throughka andya. If no setting ofxa
andyais done, therxais set toxminandyato ymin

If the optional “mel ”, where must be a humber
(for example, mel 0.35), is used, then labeling is un-
dertaken as a frequency transformation of a minimum
phase rst order all-pass lter.

Assigns values to the pointsq; x;; Xs;::: and
V1;¥2; ¥a; o0 In x andy axes. These points can be as-
signed with numbers or marks, Also, when one wants
to specify points which consist of numeric and non-
numeric characters all together (like in '2,*.3.14),
then the following function should be used:

S draws marks with half size.
n only writes number.
@ does not write anything

but assigns positions of marks.
none of the above only marks are written.

Whenever the character is inside quotes, it appears in
the position assigned by the string that precedes it.
Please refer to the commangignamefor informa-

tion on special characters.

(Example)

x 05

xscale 01.0 s1.5 '22.5 '3.14 "npi” @4 "X" 5

0 1.0 2.5 T X 5

Labels x andy axes. text should appear between
the quotes. Withirtext TeXcommands can be used.
Also, characters, such as those that can be obtained
with TpX, can be written with this command.

This command writesext in the position (x y) as-
signed. The optioth sets the rotation degree.
lt e |x ®|e |x
X
T y) (X y) p

print printc
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title x y "text [th]
titlec x y "text’ [th]

csize h[w]

pen penno

join joinno

line Itype[lpt]

Xgrid X; X :::
ygrid y1 Y2 i

mark label[th]

This command does the same as print(c). However,
the basic unit is expressed in the mm, evaluated as
absolute value. The reference point is on the bottom-
left side.

This command sets the character width and height (in
mm), to be used in the following commands:
xlyscale, xyname, printc, title/c
When the value ofv is omitted,w is made equal to
h. The default values for the optiorsare as follows:

- w h

1 25 22
2 5 26
3 25 4.4
4 5 44

This command chooses the varialjjenno 1
penno 10 Please refer tapp

This command chooses the variablgnno. 0
joinno 2 Please refer to th@ppendix

This command sets the typgiype of the line which
will connect data as well as thigpt pace. Ipt is
in mm. Whenltype=0: no line is used to connect
coordinate points. 1: solid 2: dotted 3: dot and
dash 4: broken 5: dash Please refer togppendilx

This command causes grids to be drawn in the posi-
tionsxy Xo::i, Y1 Y2 iit.

%Example)
x05
y06

4 xscaleQ12345
yscale0246

2 xgrid1234
ygrid 2 4

0

0 1 2 3 4 5

This command draws a mark in the assigned co-
ordinate position. The optioth speci es the an-
gle(degree) in which the string will be draw. l&bel

Is assigned witm0, the mark is released. A detailed
explanation on writing marks and special characters
to graphs is provided at the label section.
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height h [w] The height command de nes the size of the label

italic th through its heighh(mm) and widthw(mm). The la-
bels may also be written in italic by using the italic
command.

circle x yry rp 1:: These commands write circles with radysr, :::

Xcircle x yry rp i and center on the coordinatg, f/). Also, the radius

ycircle X y ry rp i ry is given in mm. As for the xcircle and ycircle

commands, the units considered for the radius are the
scales of thex axis andy axis, respectively, as shown
in the gure below.

(Zl%xample)\

Xx05
y 020

xscale 0 5

yscale 0 20
1012
3

2
13

xcircle 3
ycircle 1

1
@ circle 1.5 15

box Xo Yo X1 Yi[ X Y2 :::] This command draws a rectangle with patyipe

paint type connecting %o Yo) and (; yi1) through a solid line.
The line which connectsx{ yo) and (; y;) forms
the diagonal of the rectangle. Also,xf y, ::: are
assigned, a polygon is draw connecting the poirgs (
Yo),(X1 Y1),(X2 ¥2),: ::. In this case, Please do not set
the painttypeto any value dierent from the default.
The default value is 1.

(Example)
10 x010

paint 18

box2.503.56
paint -18

box4058
0 paint 1

0 10 box22888247
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clip XoYo X1 Y1

# any comment

DATA LINES
x v [label [th]]

eod
EOD
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This command allows for drawing only inside the
box de ned by &, yo), (X1 y1). When the coordinates
(%o Yo), (X1 y1) are omitted, then the clip command is
skipped.

(Example)
x010
10 y 010
xscale 0 10
yscale 0 10

clip2397
paint 18
box2.503.56

paint -18

box4058
0 paint 1

0 10 box22888247

This is used for writing comment lines. Whatever is
written after the symbol # is ignored by the g com-
mand.

The coordinates (x y) are scaled by the values spec-
i ed in the command line. If a string is written to
label, then it will be written in the (x y) position.
There should be no empty characters (e.g., space) in
the beginning of the label setting. Whiaelis given

in the mark command, tHabelreplacement will take
place only for this coordinate. The optidm assigns

the angle.

If nn, where 0 n 15, is assigned ttabel, the
corresponding mark is draw (refer to tappendipor

the types of marks). When a minus sign is written be-
fore mark number, then the connecting line between
marks passes through the center of each mark.

If a minus sign is not included, then connecting lines
do not pass through the center of each mark. When
n = 16(n16), a small circle is written with diameter
de ned by the hight command. Also, special charac-
ter and ASCII character can be written through code
number whem > 32.

This is the end of data sign. Coordinates before and
after the eod sign are not connected.
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APPENDIX
The following type of marks can be de ned throulgbel:

The following types of pen and line can be de ned:
[When output is obtained through the commausdyi

pen
1,3,7 2,6,8,9,10 4 5
1
D s
line-type 3 -————--- - - —mmmimim— s
4 o eeeeaiiaci-ases EmssEEsEE==EEass
5 - - ———- - e - mEEEmm===

ps: The types of output generated by the pen command depend on the printer (Please
try printing this page).
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[When output is obtained through the comm g
The following colors can be used.

FIG 61

pentypel 1 2 3 4 5 6 7 8 9 10
color | black| blue | red | green| pink | orange| emerald| gray | brown | dark blue
The following types of joins can be de ned:
join type 0 ! 2
JOMEPE 1 Miter join |Round join | Bevel join
eaple | A | A | A
paint type:
0 1 2 3 4 5 6 7 8 9
10 11 12 13 14 15 16 17 18 19
-0 -1 - -3 -4 -5 -6 -7 -8 -9
-10 -11 - -13 -14 -15 -16 -17 -18 -19

ps: From1 3 only aframe is draw, and for9 and 19 the center is white and no
frame is draw.
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NAME

frame — extract frame from data sequence

SYNOPSIS
frame [ L][-n][-p P][inle ]

DESCRIPTION

frame converts a sequence of input data framle (or standard input) to a series of
possibly-overlapping frames with periétand lengthL, and sends the result to standard

0 : 0 AR () I x(L=2)
x(P L=2) ; x(P L=2+1) ; :::: ; xP) ; i ; xXP+L=2)
X(2P L=2) ; x(2P L=2+1) ; ::: ; x@2P) ; ::: ; x(2P+L=2)
OPTIONS
-l L frame length [256]
—-p P frame period [100]
-n This option is used when, instead of having x(0) as the centeALSE]
point in the rst frame, one want to make x(0) as the rst point
of the rst frame
EXAMPLE

In the example below, data is read fratata.f le, The frame period is of 80 and Black-

man window is used. Also, linear prediction analysis is applied. The output is written in
data.lpc le:

frame -p 80 < data.f | window | Ipc > data.lpc

SEE ALSO
X2, B,
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NAME

freqt — frequency transformation

SYNOPSIS
fregt [-m My ][-M Ma][-a AL ][-A A ][ inle ]

DESCRIPTION

freqtconverts aM;-th order minimum phase sequence fromhe (or standard input) into
a frequency-transformeld,-th order sequence, sending the result to standard output.

Given the input sequence

the frequency transform is given by:

=(1 2)<1 1 2)

c,( )+ Y0 m=0
@ Y0+ L0 m=1
< Vm p+ CPm m 1) m=2:0M,
i= Mg 1,0 Q)

c(m) =

* X000/ /AXXKK/ OO

Input and output data are in oat format.

OPTIONS

-m M; order of minimum phase sequence [25]
—-M M, order of warped sequence [25]
—a A; all-pass constant of input sequenge [0]
—-A A, all-pass constant of output sequenge [0.35]

EXAMPLE

In the following example, the linear prediction coeients in oat format are read from
data.lpc le, transformed in 30-th order LPC mel-cepstral cogients, and written in
data.lpcmcle:

Ipc2c < data.lpc | freqt -m 30 > data.l]pcmc

SEE ALSO
MgcZmage
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NAME

gc2gc — generalized cepstral transformation

SYNOPSIS

gc2gc [-mM:][-gG1][-—cCi][-n][-u]
[-M M2 ][-G G2 ][-CCo][-N][-U][inle ]

DESCRIPTION

gc2gcuses a regressive equation to transform a sequence of generalized cepstral coe
cients with power parameter, fromin le (or standard input) into generalized cepstral
coe cients with power parametes, sending the result to standard output.

Input and output data are in oat format.
The regressive equation for the generalized cepstral caats is as follows.

X 1
cm=c, M+ —(zx,Kc,m K c,®e.(m k) m>0
k=1
For the above equation, in case = 1; , = 0, then LPC cepstral coecients are
obtained from the LPC coecients, in case; = 0; , = 1, a minimum phase impulse
response is obtained from the cepstral coents.

If the coe cientsc (m) have not been normalized, then the input and output will be
represented by

OPTIONS

—-m M; order of generalized cepstrum (input) [25]
—g G; gamma of generalized cepstrum (input) [0]
1=Gy
—c C; gamma of generalized cepstrum (input)
1= 1=(|nt)C1
CimustbeC; 1
-n regard input as normalized cepstrum [FALSE]
—-u regard input as multiplied by, [FALSE]
—M M, order of generalized cepstrum (output) [25]
-G G, gamma of generalized cepstrum (output) [1]
2=Gy
—-C C, gamma of mel-generalized cepstrum (output)
2 = 1:(|nt)Gz
ComustheC, 1
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—N regard output as normalized cepstrum [FALSE]
-U regard output as multiplied by [FALSE]

EXAMPLE

In the following example, generalized cepstral cagents withM = 10 and ; = 05
are read in oat format frondata.gceple, transformed into 30-th order cepstral coe
cients, and written tdata.cep

gc2gc -m 10 -c 2 -M 30 -G 0 < data.gcep > data.cep

SEE ALSO

gcep macep fredi, mgcZmagipcze
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NAME
gcep — generalized cepstral analysjs(; B)
SYNOPSIS
gcep [-mMM][-gG][-cCJ[HL][-qQJ[-n][-1][-J][-dD]
[-ee][-EE][-fF][inle ]
DESCRIPTION
gcepuses generalized cepstral analysis to calculate normalized cepstraieatsc®(m)
from L-length framed windowed input data frommle (or standard input), sending the
result to standard output. The windowed input sequence of ldnitlof the form:
X(0); x(1);::;x(L 1)
Input and output data are in oat format.
In the generalized cepstral analysis, the speech spectrum is estimated\bthirerder
generalized cepstrum (m) or by normalized generalized cepstrafifm) using the log
spectrum through the unbiased estimation method showed below.
H@=s 1@? ¢ (m)z mé
m=
=K s 1% (mz ™ é
8 m=1
%Ké 0(m)zmé; 1 <0
§ K exp O(m)z =0
In order to nd the minimum value of the cost function, the linear prediction method is
used for = 1. Otherwise, the Newton—Raphson method is applied.
OPTIONS
—-m M order of generalized cepstrum [25]
—-g G gamma of generalized cepstrum [0]
=G
—c C gamma of generalized cepstrum
= 1int)C
CmustbeC 1
-l L frame length [256]

-n output normalized cepstrum [FALSE]
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—q Q inputdata style [0]
Q=0 windowed data sequence
Q=1 20 logjf(w)j
Q=2 Injf(w)
Q=3 jf(w)
Q=4 jf(w)y
Usually, the options below do not need to be assigned.
—i | minimum iteration [2]
- J maximum iteration [30]

—-d D Newton-Raphson method end condition. The default valug@s001]
D = 0:001. In this case, the end point is achieved when the
evaluation rate of©) is 0:001, that is, when its value changes
in a rate smaller than:0%.

—e e small value added to periodgram [0]
—E E oorindb calculated per frame [N/A]
—f F  mimimum value of the determinant of the normal matrix [0.000001]

EXAMPLE

In the following example, speech data is read in oat format frdema.f le, and a 15-th
order generalized cepstral analysis is applied. The results are writtiattet@cep

frame < data.f | window | gcep -m 15 > data.gcep

SEE ALSO
el meep macep gisadf
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NAME
glogsp — draw a log spectrum graph
SYNOPSIS
glogsp [-FF][-OO][—x X][=yyminymaX[-ysYS][-p P][-In LN]
[-sS][-l L][—-ccommeni[inle ]
DESCRIPTION
glogspconverts oat-format log spectral data fromle (or standard input) to FP5301
plot format, sending the result to standard output. The output can be visualizedhwith
glogspis implemented as a shell script that useggj@andidnd commands.
OPTIONS
-F F factor [1]
-0 O origin of graph [1]
1 (40,205) [mm]
2 (125,205) [mm]
3 (40,120) [mm]
4 (125,120) [mm]
5 (40,35 [mm]
6 (125,35) [mm]
1 2
3 4
5 6
—X X X scale [1]
1 normalized frequency (0 0:5)
2 normalized frequency (0 )
4 frequency (0 4 kHz)
5 frequency (0 5KkHz)
8 frequency (0 8 kHz)
10 frequency (0 10 kHz)
-y ymin ymax scale[dB] [0 100]
-ys YS Y-axis scaling factor [20]
- P pen number(1 10) [1]
—In LN kind of line style(0 5) (see als¢q]) [1]
-S S start frame number [0]

— L frame length [256]
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—C

-W
—H
-V

comment

w
H

Speech Signal Processing Toolkit GLOGSP 69
comment for the graph [N/A]
Usually, the options below do not need to be assigned.
width of the graph ( mm) [0.6]
height of the graph ( mm) [0.6]
over write mode [FALSE]

-0
—9
—f
—help

EXAMPLE

X0 YO

G
file

origin of the graph. if -0 option exists, -O is no{40 205]
e ective

type of frame of the graph (0 2) (see als@q]) [2]
additional data le forq] [NULL]
print help in detail

In the example below, speech data sampled at 10 kHz is read in short formatdtara
le, the magnitude of its log spectrum is evaluated and plotted on the screen:

SEE ALSO

x2x +sf data.s | bcut +f -s 4000 -e 4255 | window -n 2| spec |\
glogsp -x 5 | xgr

Log nmagnitude (dB)

100 T T | |

(o]
o

(2]
o

SN
o

N
o

Frequency (kHz)

(4], Edrw, xq, psqy;, BrI0gSh gwave
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NAME
glsadf — GLSA digital Iter for speech synthesis)
SYNOPSIS
glsadf [-mM][-<cC][-pP][=I][=v][-t][-n][-k][-P Pa]gcle
[inle ]
DESCRIPTION

glsadfderives a Generalized Log Spectral Approximation digital Iter from normalized
generalized cepstral coeients ingc le and uses it to Iter an excitation sequence from
in le (or standard input) to synthesize speech data, sending the result to standard output.

Input and output data are in oat format.

The transfer function(z) are synthesis Iter based on a1 order normalized general-
ized cepstral coecientsc®(m) is

K
8 -
v -
% K é+ c(m)z mé ; 0< 1

K exp c(mz™ =0

In this case, we are considering only values for the power parameterl=C, whereC
is a natural number. The IteD(2) can be realized through@ level cascade as shown
in guref, where

1 1
C2 X
1+ (mz ™
m=1
level 1 level 2 levelC
Input_| 1 1 ~1 | Output
1 C@ | ] C@ | Tl Cl [

Figure 1:Structure of Iter D(2)
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OPTIONS
—-m M order of generalized cepstrum [25]
—c C power parameter = 1=C for generalized cepstrum [1]
if C == 0thenthe LMA Iteris used
-p P frame period [100]
- 1 interpolation period [1]
-n regard input as normalized generalized cepstrum [FALSE]
-V inverse lter [FALSE]
—t transpose lter [FALSE]
-k Itering without gain [FALSE]

The option below only works i€ == 0.
—P Pa order of the Pagl approximation [4]
Pashould be 4 or 5

EXAMPLE

In this example, excitation is generated through the pitch data in thdata.pitchin
oat format, passed through a GLSA Iter based on the generalized cepstralaepts
le data.gcepand the synthesized speech is outpuddta.syn

excite < data.pitch | glsadf data.gcep > data.syn

SEE ALSO
[ficdi, [madf, [Spdf, misadf mglsadf
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NAME

gmm — GMM parameter estimation

SYNOPSIS

gnm [—IL][-mM][-tT][-sS][-aA][-bB][-eE][-vV][-wW][-f]
[-F gmmfile] [ inle ]

DESCRIPTION

gmmuses the expectation maximization (EM) algorithm to estimate Gaussian mixture
model (GMM) parameters with diagonal covariance matrices, from a sequence of vectors
in thein le (or standard input), sending the result to standard output.

The input sequenck¥ consists ofl oat vectorsx, each of size.:

The result is GMM parametersconsisting ofM mixture weightsw and M Gaussians
with mean vector and variance vector, each of length.:

=[w; (0);v(0), (1);v(1),:::; (M 1)v(M 1)

(@=hm®xmﬂw3;AL Df
vim = 70) m@)i L 1) ;
where
M 1
w(m) = 1:
m=0
The GMM parameter set is initialized by an LBG algorithm and the following EM
steps are used iteratively to obtain the new parameter. set

. 1 Xt
Wm) == p(mjx(); )
t=0
P :
ko P(M x(V); )x().
L .
o P(Mj x(); )
P :
~2 () = Lo pmjx(®); »E(1) . 0
) Lo pmix@®; ) "
wherep(mj x(t); ) is the posterior probability of being in the-th component at timée
and is given by:

“(m) =

o WmNO ] (m:vm)
PIXO: )= P TN x© ] (0:v()'
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where

(
exp  S(x(t)

N(x(@)j (m);v(m)) = 2 )|_:2j1 (m)j=2

ng >

T @)= L0 2

and (m) is a diagonal matrix with diagonal elemen{sn):

m(0) 0

21
() = 1)

Also, the Average log-likelihood for training daka

R !
log P(X) = T log  w(m)N (x(t) j

t=0 m=0

M)° (M) *(x(t)
9
21X (x() W)

0 oz 1)
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)
(m)

is increased by iterating the above steps. The average log-probabilB{X)ct each
iterative step is printed on the standard error output. The EM steps are iterated at least
A times and stopped at tH&-th iteration or when there is a small absolute change in

logP(X) ( E).
OPTIONS
- L length of vector
-m M number of Gaussian components
—t T number of training vectors
—s S seed of random variable for LBG algorithm
—a A minimum number of EM iterations
-b B maximum number of EM iterations (AB)
—e E end condition for EM iteration
—-v V  ooring value for variances
-w W ooring value for weights (IM)*W

—f full covariance
-F GMM initial parameter le

—_
=]

EXAMPLE

[26]

[16]
[N/A]

[1]

[0]

[20]
[0.00001]
[0.001]
[0.001]
[FALSE]
[N/A]

In the following example, a GMM with 8 Gaussian components is generated from train-
ing vectorsdata.fin oat format, and GMM parameters are writtengonm.f

gmm -m 8 data.f > gmm.f

If one wants to model GMMs with full covariances, one can use the -f option.
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gmm -m 8 -f data.f > gmm.f
The -F option can be used to specify GMM initial parameterglam.init

gmm -m 8 -f data.f -F gmm.init > gmm.f

SEE ALSO
gmmp



GMMP Speech Signal Processing Toolkit GMMP 75

NAME
gmmp — calculation of GMM log-probability

SYNOPSIS
gnmp [HL][-mM][-a]lgmmle[inle ]

DESCRIPTION

gmmpcalculates GMM log-probabilities of input vectors framle (or standard input).
Thegmm le has the same le format as the one generated bygthenxcommand, i.e.,
gmm le consists ofM mixture weightsw and M Gaussians with mean vectorand
diagonal variance vecto each of length.:

The input sequence consistsTofoat vectorsx, each of size.:
X(0); x(Q);::5;x(T  1):

The result is a sequence of log-probabilities of input vectors:

or an average log-probability (if -a option is used):

1 X1
log P(X) = T log b(x(t));

t=0
where

M1
b(x(®) = WmN (x(t) ; (m);v(m));

m=0

1 g 1% (x() (|))2§
N(x(®);  (m);v(m)) = exps = L mV S

(2 )L=2Q|:01 m(l) » 2 . %1(|) '8

OPTIONS

-l L length of vector [26]
-m M number of Gaussian components [16]
-a print average log-probability [FALSE]
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EXAMPLE

In the following example, frame log-probabilities of input dadtta.ffor GMM with 8
Gaussiangmm.fare written tgprobs.f

gmmp -m 8 gmm.f data.f > probs.f

SEE ALSO
gmm
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NAME

gnorm — gain normalization

SYNOPSIS
gnorm [-mM][-gG][-cC][inle ]

DESCRIPTION

gnormnormalizes generalized cepstral cagentsc (m) fromin le (or standard input),
sending the normalized generalized cepstral adents to standard output.

Both input and output les are in oat format.
The normalized generalized cepstral cagentsc’(m) can be written as

oy C(M S
cMm=1r—o ™°
Also, the gairk = ¢°(0) is given by:
8 I
% 1 ; 0<jj 1
K =5 1+ c(0)
- expc (0); =0
OPTIONS
—-m M order of generalized cepstrum [25]
—-g G power parameter of generalized cepstrum, [0]
=G
—c C power parameter of generalized cepstrum,
= 1Hint)C
CmustbeC 1
EXAMPLE

In this example, generalized cepstral cagents in oat format are read from Ielata.gcep
(M =15 = 0:5), normalized and output @ata.ngcep

gnorm -m 15 -c 2 < data.gcep > data.ngcep

SEE ALSO
geep mycep OC2qt MgcZmgg freqy
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NAME
grlogsp — draw a running log spectrum graph
SYNOPSIS
grlogsp [-t][-FF][-OO][—x X][-y ymin][-yy YY][-yo YO][-p P]
[-INLN][-sS][-eE][-nN][-I L]
[-ccomment ][ —c2 commer2 ] [-c3 commer@ ][ inle ]
DESCRIPTION
grlogsp converts a sequence of oat-format log spectra frimhe (or standard input)
to a running spectrum plot in FP5301 plot format, sending the result to standard output.
The output can be visualized wigg.
grlogspis implemented as a shell script that uses§i@ndidna commands.
OPTIONS
—t transpose x and y axes [FALSE]
-F F factor [1]
-0 O origin of graph [1]
if Ois more than 6, drawing area is over A4
range
1 (25Y0 [mm]

2 (60YO [mm]
3 (95Y0 [mm]
4 (130YO [mm]
5 (165Y0 [mm]
6 (200YO [mm]
7 (235Y0 [mm]
8 (2700 [mm]
9 (305Y0 [mm]
10 (340YO) [mm]

12345678910

(YO+ 100 X) [mm] if -t is speci ed.
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—X X x scale [1]

1 normalized frequency (0 0:5)

2 normalized frequency (0 )

4 frequency (0 4 kHz)

5 frequency (0 5kHz)

8 frequency (0 8 kHz)

10 frequency (0 10 kHz)
-y ymin y minimum [-100]
-yy YY y scale [dB10mm] [100]
—-yo YO yo set [30]
—p p type of pen (1 10) [2]
—In LN style of line (0 5) (see als@q)) [1]
-S S start frame number [0]
—e E end frame number [EOF]
-n N number of frame [EOF]
- L frame length. Actuallys data are plotted. [256]
—C, c2,¢c3 commert 3 comment for the graph [N/A]

Usually, the options below do not need to be assigned.

-W w width of the graph (100 mm) [0.25]
-H H height of the graph (100 mm) [1.5]
A Z This option is used when data is written re-

cursively in they axis. the distance between
two graphs in the axis are given by.
If Z is not given, Z is as same as F

-0 X0 YO origin of the graph. if -0 option exists, -O is[95 30]
not e ective.
- G type of frame of the graph (0 2) (see also [2]
[q) -
—cy cy rst comment position [-8]
—cy2 cy2 second comment position [-14]
—cy3 cy3 third comment position [-20]
—CS cs font size of the comments [1]
—f f additional data le for[Q] [NULL]

EXAMPLE

In this example, the magnitude of log spectrum is evaluated from datataf le in
oat format, and the graph with the running spectrum is sent in Postscript format to
data.psle:

frame < data.f | window |\
uels -m 15 | c2sp -m 15 |\
grlogsp | psgr > data.ps

SEE ALSO
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[, Edr, i, psgy, BIOgSh gwave
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NAME
grpdelay — group delay of digital Iter
SYNOPSIS
grpdelay [-IL][-m M][-a][inle ]
DESCRIPTION
grpdelaycomputes the group delay of a sequence of lter cogents frominle (or
standard input), sending the result to standard output. Input and output data are in oat
format.
If the —m option is omitted and the length of an input data sequence is less than FFT size,
the input le is padded with O's and the FFT is evaluated as exempli ed below. When
the—aoption is given, the gain is obtained from zero order input.
z il {
Input sequence] Xo, X1, i Xmi 0:01:0 \ lter coe cients
0 L 1
7 L2+1 {
Output sequence] (1) | group delay
0 L 1
OPTIONS
—-I L FFT size power of 2 [256]
-m M order of lter [L-1]
-a ARMA lter [FALSE]
EXAMPLE
This example plots in the screen the group delay of impulse response of the Iter with
the following transfer function.
1
H@ = 30571
impulse | dfs -a 1 0.9 | grpdelay | fdrw | xgr
SEE ALSO

aelay phasg
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NAME
gseries — draw a discrete series
SYNOPSIS
gseries [-FF][-sS][-eE][-nN][—=i I ][-y ymax] [-y2 ymin] [-m M ]
[—p P][—magic magic] [ -MAGIC MAGIC][ +type][inle ]
DESCRIPTION
gseriesconverts discrete series data fromle (or standard input) to FP5301 plot format,
sending the result to standard output. The output can viewedxgith
gseriess implemented as a shell script that useg@jeommand.
OPTIONS
-F F factor [1]
-S S start point [0]
—e E end point [EOF]
-n N data number of one screen [N/A]
if this option is omitted, all of the data is plotted
on one screen.
—i I number of screen [5]
-y ymax maximum amplitude [N/A]
if this option is omitted, ymax is maximum value
of the input data.
—-y2 ymin minimum amplitude [-YMAX]
-m M mark type [1]
—p P pen type(1 10) [1]
—magic magic  remove magic number [FALSE]
-MAGIC MAGIC replace magic number bMAGIC [FALSE]
if -magic option is not given, return error.
if -magic or -MAGIC option is given multiple
times, also return error.
+t Input data format [f]
c char (1 byte) C unsigned char (1 byte)
s  short (2 bytes) S unsigned short (2 bytes)
i3 int (3 bytes) I3 unsigned int (3 bytes)
i int (4 bytes) I unsigned int (4 bytes)
| long (4 bytes) L  unsigned long (4 bytes)
le long long (8 bytes) LE unsigned long long (8 bytes)
f oat (4 bytes) d double (8 bytes)

de long double (12 bytes)
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EXAMPLE

In the following examplegserieseads impulse response in oat format fratata.fand
writes the output in encapsulated Postscript formalaia.eps

gseries +f < data.f | psgr > data.eps

SEE ALSO
[, Edi, xq, psay; GI0gsh Grfogsh gwave
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NAME
gwave — draw a waveform
SYNOPSIS
gwave [-FF][-sS][-eE][-nN][—=i1][-yymax][-y2ymin][—-p P]
[+type][inle ]
DESCRIPTION
gwaveconverts speech waveform data framle (or standard input) to FP5301 plot
format, sending the result to standard output. The output can vieweggiith
gwaveis implemented as a shell script that usegffjendfdnd commands.
OPTIONS

-F F factor [1]

-s S start point [0]

-e E end point [EOF]

-n N data number of one screen [N/A]
if this option is omitted, all of the data is plotted on one
screen.

—i I number of screen [5]

-y ymax maximum amplitude [N/A]
if this option is omitted, ymax is maximum value of the
input data.

-y2 ymin minimum amplitude [FYMAX]

-p P pen type(1 10) [1]

+t Input data format [f]

c char (1 byte) C unsigned char (1 byte)
s  short (2 bytes) S  unsigned short (2 bytes)
i3 int (3 bytes) I3 unsigned int (3 bytes)
i int (4 bytes) I unsigned int (4 bytes)
| long (4 bytes) L unsigned long (4 bytes)
le long long (8 bytes) LE unsigned long long (8 bytes)
f  oat (4 bytes) d double (8 bytes)
de long double (12 bytes)
EXAMPLE

This example reads speech waveform le in oat format frdata.fand writes the output
in Postscript format talata.ps

gwave +f < data.f | psgr > data.ps
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SEE ALSO
[g], [dnwl, g, psar, @ogsh griogsp
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NAME
histogram — histogram
SYNOPSIS
histogram [—IL][=i ][ J][-sS][-n][inle ]
DESCRIPTION
histogrammakes histograms of frames of input data frionke (or standard input), send-
ing the results to standard output.
Input and output data are in oat format. The output can be graphedfimii
If an input value is outside the speci ed interval, the exit status of histogram will be
nonzero, but the output histogram will still be created.
OPTIONS
-l L frame size [0]
L > 0 evaluate the histogram for every frame
L =0 evaluate the histogram for the whole le
- | inmum [0.0]
- J supremum [1.0]
-s S stepsize [0.1]
el normalization [FALSE]
EXAMPLE
The example below plots the histogram of the speech waveforrdate.fin oat for-
mat.
histogram -i -16000 -j 16000 -s 100 data.f | fdrw | xgr
SEE ALSO

average
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NAME
idct — Inverse DCT-II
SYNOPSIS
idct [-IL][-c][—d][inle ]
DESCRIPTION
idct calculates the Inverse Discrete Cosine Transform Il (IDCT-11) of input daia lie
(or standard input), sending the results to standard output. The input and output data is
in oat format, arranged as follows.
Data bl ock 1 Dat a bl ock 2
) si ze ! si ze i si ze ! si ze ]
I nput
Data bl ock 1 Dat a bl ock 2
si ze ! si ze si ze ! si ze
After IDCT [ " g
(Output)
Real part Im. part Real part Im. part
The Inverse Discrete Cosine Transformation Il is given by
r 5 X1 ( 1! )
X = —C Xqcos — k+=1: 1=01; L
L L 2
k=0
where 3
o = 21 @a 1 L 1
'TE1="2 (=0
OPTIONS
-l L IDCT size [256]
—C use complex number [FALSE]

—d don't use FFT algorithm [FALSE]
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EXAMPLE

In this example, the IDCT is evaluated from a complex-valued datald&a.fin oat
format (real part: 256 points, imaginary part: 256 points), and the output is written to
data.idct

idct data.f -l 256 -c > data.idct

SEE ALSO
1, Oct
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NAME

I t — inverse FFT for complex sequence
SYNOPSIS

it [-IL][-fRjlIg][inle ]
DESCRIPTION

I t calculates the Inverse Discrete Fourier Transform (IDFT) of complex-valued data
from inle (or standard input), sending the results to standard output. The input and
output data is in oat format, arranged as follows.

Data bl ock 1 Dat a bl ock 2
) si ze : si ze ] si ze : si ze ]
I nput
Real part Im. part Real part Im. part
Data bl ock 1 Dat a bl ock 2
) si ze ! si ze i si ze ! si ze ]
After IFFT - - = - -
(Output)
OPTIONS
—-I L FFT size power of 2 [256]
-R output only real part [FALSE]
= output only imaginary part [FALSE]
EXAMPLE

In this example, the inverse DFT is evaluated from a dataldéa.fin oat format (real
part: 256 points, imaginary part: 256 points), and the output is writtelata.i t:

ifft data.f -l 256 > data.ifft

SEE ALSO
I T 1 7
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NAME
i t2 — 2-dimensional inverse FFT for complex sequence
SYNOPSIS
i t2 [-IL][+r][t][—<][-al[-fRjlg][inle ]
DESCRIPTION
i t2calculates the 2-dimensional Inverse Discrete Fourier Transform (IDFT) of complex-
valued data fronin le (or standard input), sending the results to standard output. The
input and output data is in oat format, arranged as follows.
Data bl ock 1 Data bl ock 2
si ze xsi ze size xsize size xsize . sizexsize
I nput
Real part Im. part Real part Im. part
Data bl ock 1 Data bl ock 2
size xsi ze size xsize size xsize . size xsize
After IFFT
(Output)
Real part Im. part Real part Im. part
OPTIONS
- L FFT size power of 2 [64]
+r regard input as real values rather than complex values [FALSE]
—t Output results in transposed form (see aiss). [FALSE]
—C When results are transposed, 1 boundary data is copied fromEAd_SE]

opposite side, and then output £ 1) (L + 1) data (see also

T2).
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—q Output rst 14 of data of FFT results only. As in the above FALSE]
option, boundary data is compensated and () (5 + 1) data
are output.
-1
|/ 2 Fremmmtp nnnd |/ 2+1
0 : 0
0 1/21-1 0 I/2+1
FFT result Fi rst quadrant
out put
-R output only real part [FALSE]
=l output only imaginary part [FALSE]
EXAMPLE

This example reads a sequence of 2-dimensional complex numbers in oat format from
data.f le, evaluates its 2-dimensional IDFT and outputs itdata.dft le:

ifft2 < data.f > data.ifft2

SEE ALSO
3, O, O, O, 3 1
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NAME

i tr — inverse FFT for real sequence
SYNOPSIS

itr [-IL][-mM][inle ]
DESCRIPTION

i tr calculates the Inverse Discrete Fourier Transform (IDFT) of real-valued data from
in le (or standard input), sending the results to standard output. The input and output
data is in oat format, arranged as follows.

z il { z il {
Input sequence| real part || imaginary part |
0 L 10 L 1
z i {
Output sequencq X0, X1, 515 XM \
0 L 1
OPTIONS
-l L FFT size power of 2 [256]
-m M order of sequence [L-1]
EXAMPLE

In this example, IDFT is evaluated from a data data.fin oat format (real part: 256
points, imaginary part: 256 points), and the output is writteddta.i tr:

ifftr data.f -l 256 > data.ifftr

SEE ALSO
O, O, O, 02, £33 512
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NAME

ignorm — inverse gain normalization

SYNOPSIS
ignorm [-mM][-gG][-cC][inle ]

DESCRIPTION

ignormreads normalized generalized cepstral coentsc (m) fromin le (or standard
input), and outputs the unnormalized cagents to standard output.

Both input and output les are in oat format.

To convert normalized generalized cepstral cointsc®(m) into not-normalized gen-
eralized cepstral coecientsc (m), the following equation can be used.

c(m= c®0) c(m): m> 0
Also, the gairK = ¢ (0) is
c®(0) 1.0
; 0<j)j) 1
” log c®(0); =0

c (0)=

0K/ /A OO

OPTIONS

—-m M order of generalized cepstrum [25]
—-g G power parameter of generalized cepstrum [0]
=G
—c C power parameter of generalized cepstrum
= 1Hint)C
CmustbeC 1

EXAMPLE

In this example below, normalized generalized cepstral @ents in oat format are

read fromdata.ngcedM = 15; = 0:5), and the not-normalized generalized cepstral

coe cients are output tdata.gcep

ignorm -m 15 -c 2 < data.ngcep > data.gcep

SEE ALSO
gcep mycep gc2ge mgcsmggireqr
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NAME

impulse — generate impulse sequence

SYNOPSIS
impulse [-IL][-n N]

DESCRIPTION

impulsegenerates the unit impulse sequence of lehgtbending the output to standard
output. The output is in oat format as follows.

F;O;%:::;p

If both —l and —n options are given, the last one is used.

OPTIONS
—| L length of unit impulse [256]
if L < 0 then endless sequence is generated.
—n N order of unitimpulse [255]
EXAMPLE

In the example below, an unit impulse sequence is passed through a digital Iter and the
results are shown on the screen.

impulse | dfs -a 1 09 -b 1 2 1 | dmp +f

SEE ALSO
stef [rain, Sin,
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NAME
imsvq — decoder of multi stage vector quantization
SYNOPSIS
imsvq [-IL][-n N][-sS cble][inle ]
DESCRIPTION
imsvqdecodes multi-stage vector-quantized data from a sequence of codebook indexes
fromin le (or standard input), using codebooks speci ed by multiple —s options, sending
the result to standard output. The number of decoder stages is equal to the number of —s
options.
Input data is in int format, and output data is in oat format.
OPTIONS
- L length of vector [26]
-n N order of vector [L-1]
—s S cbfile codebook [N/A N/A]
S codebook size
cbfile codebook le
EXAMPLE
In the example below, the decoded vedlata.ivgis obtained from the rst stage code-
bookcb lel and the second stage codebabke2, both of size 256, as well as from the
index le data.vq
imsvg -s 256 cbfilel -s 256 cbfile2 < data.vq > data.ivq
SEE ALSO
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NAME

interpolate — interpolation of data sequence

SYNOPSIS
interpolate [-pP][-sS][-d][inle ]

DESCRIPTION

This function interpolates data points into the input data, with intdhald start number
S, and sends the result to standart output. The results are as follows:

X(0); x(1); x(2); : ::
then the output data will be

P; ng' 1 ; ;p; f<(0); C{;ZO; e ;}0; f((l); 0{;20; s ;p; X(2);:::

If the —d option is given, the output data will be

Input and output data are in oat format.

OPTIONS

—p P interpolation period [10]
—-s S start sample [0]
—d pad input data rather than O [FALSE]

EXAMPLE

This example decimates input data frafata.f le with interval 2, interpolates 0 with
interval 2, and then outputs it ttata.di le:

decimate -p 2 < data.f | interpolate -p 2 > data.di

SEE ALSO
decimafte
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NAME
ivq — decoder of vector quantization
SYNOPSIS
ivg [-IL][-nN]cble[inle ]
DESCRIPTION
ivq decodes vector-quantized data from a sequence of codebook indexes feorfor
standard input), using the codebocdlkle, sending the result to standard output. The
decoded output vector is of the form:
Gi(0);c(1);:::;c(L 1)
Input data is in int format, and output data is in oat format.
OPTIONS
—I L length of vector [26]
—n N order of vector [L-1]
EXAMPLE
In the following example, the decoded 25-th order outputi&ta.ivqis obtained through
the index le data.vgand codebookb le.
ivq cbfile data.vq > data.ivq
SEE ALSO
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NAME

Speech Signal Processing Toolkit LBG

Ibg — LBG algorithm for vector quantizer design

SYNOPSIS

lbog [AL][-nN][-tT][-sS][-eE][-FF][=I][-mM][-S5s]
[-cC][-dD][-r R][indexle ]<inle

DESCRIPTION

Ibg uses the LBG algorithm to train a codebook from a sequence of vectorgrirem
(or standard input), sending the result to standard output.

The input sequence consistsiofoat vectorsx, each of size.

generated by the following algorithm.

step.0

step.1

step.2

When an initial codebooKs is not assigned, the initial codebook is obtained
from the whole collection of training data as follows,

1 Xt
c1(0) = T X(n)
n=0
and the initial codebook witB = 1 isC; = fcy(0)g

From codeboolCs obtainC,s. For this step, the normalized random vector of
sizeL and the splitting factoR are used as follows,

8
2 cs(n)+R md O n S 1)

Cs() = 3 csh S) Rmd (S n 25 1)

and we makd, =1 ,k=0.

First, make sure th&t | wherel is the maximum iterations number speci ed
by —i option. If it is true, proceed to the following steps. If not, then go to
step.4 The present codebodks is now applied to the training vectors. After
that, the mean Euclidean distanidg is evaluated from every training vector
and their corresponding code vector. If the following condition

Dy 1 Dk <

D
Dk
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Figure 2:step.Q initialize codebook Figure 3:step.1 split codeboolkCs into Cyg

Figure 4:step.2 update codebook

is met, then go tatep.4 If it is not met, then go tetep.3 The steps 0, 1, and
2 are illustrated in guré?, 3, andd, respectivelly.

D1 D <
Dy

D

step.3 Centroids are evaluated from the results obtainestép.2 Then, the code-
book C,s is updated. Also, if a cell has less thihtraining vectors, then the
corresponding code vector is erased from the codebook, and a new code vec-
tor is generated from either: 1) the code veagy(j) corresponding to the cell
with more training vectors , as follows.

Cas(i) = Czs(j) + R nd
Also, c,s(]) is modi ed as follows.
Cas(j) = Cas(j) R rnd

2) the vectorp, which internally divides two centroids proportionally the num-
ber of training vectors for the cell. They are split from the same parent cen-
troid. The vectompis given by:

_ njczs(i) + N CZS(j),
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wheren; andn; represent the number of training vectors for the oglgi)andcs(j),
respectivelly. The update method is as follows.

Cxs(i) = p+ R rnd;

Cs(j)=p R md:

If the number of traning vectors for the cell is less tHdnwhenk = 3, the
dividing vectorp and the update results are given as follows:

Parent centroid

k=0
z
z
z
z
z
ZZ
= n
k=1 =1
S
S

S

S

S
Qn

k=2 N N k=2
+R rnd6
- Nk=3

. H Cos(

Cs (i) R rnd HHIHi 2s(])

dividing vectorp

The type of split can be speci ed by the —c option. After that, we assign
k = k+ 1 and then go back tstep.2

step.4 If 2S = E then, end. If not, then make = 2S and go back tstep.1

OPTIONS
- L length of vector [26]
—n N order of vector [L 1]
—t T number of training vector [N/A]
—s S initial codebook size [1]
—e E nal codebook size [256]
—-F F initial codebook lename [NULL]
—i I maximum number of iteration for centroid update [1000]
—-m M minimum number of training vectors for each cell [1]
-S s seed for normalized random vector [1]
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—c C type of exception procedure for centroid update [1]
when the number of training vectors for the cell is less thhan

C =1 splitthe centroid with most training vectors
C =2 sgplit the vector which internally divide
two centroids sharing the same parent centroid,
in proportion to the number of training vectors for the cell.

Usually, the options below do not need to be assigned.
—-d D end condition
-r R splitting factor

[0.0001]
[0.0001]

EXAMPLE

In the following example, a codebook of size 1024 is generated from the 39-th order
training vectodata.fin oat format. Itis also speci ed that the iterations for the centroid
update are at most 100 times, that each centroid contains at least 10 training vectors and
that random vectors for the centroid update are generated with seed 5. The output is

written tocb le.

Ibg -n 39 -e 1024 -i 100 -m 10 -S 5 < data.f > cbfile

SEE ALSO
va, IVQ, msvyq
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NAME

levdur — solve an autocorrelation normal equation using Levinson-Durbin method
SYNOPSIS

levdur [-m M][-fF][inle ]
DESCRIPTION

levdur calculates linear prediction coeients (LPC) from the autocorrelation matrix
frominle (or standard input), sending the result to standard output.

The input is theM-th order autocorrelation matrix

levduruses the Levinson-Durbin algorithm to solve a system of linear equations obtained
from the autocorrelation matrix.

Input and output data are in oat format.

pole digital Iter
K

Y .
1+ ak)z'

i=1
The linear prediction coecients are evaluated by solving the following set of linear
equations, which were obtained through the autocorrelation method,

H() =

r r() ::: r(M' 1 E5a(1) r(1)
') () =0 F()
r(M- 1) r0) : (M) (M)

The Durbin iterative and ecient algorithm is used to solve the system above. It takes
advantage of the Toeplitz characteristic of the autocorrelation matrix:

E@ =r(0)
Xi
r(i) a' (i i)
k(i) = J_lE(i 1
al(i) = k(i)
() =a' i +k@a' Ui §; 1 j i1 (1)
EV =1 K(@)e'"? (2)

Also, fori = 1;2;:::;M, equationsl) and @) are applied recursively, and the gains
calculated as follows. p
K= EM
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OPTIONS

—-m M order of correlation [25]
—f F  mimimum value of the determinant of the normal matrix [0.000001]

EXAMPLE

In this example, input data is read in oat format frafata.fand linear prediction coef-
cients are written todata.lpc

frame < data.f | window | acorr -m 25 | levdur > data.lpc

SEE ALSO
acor,
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NAME
linearintpl — linear interpolation of data
SYNOPSIS
linear_intpl [~ L][-m M ][ =X Xmin Xmax] [—1 Xmin] [=] Xmax] [ inle ]
DESCRIPTION
linear_intpl reads a 2-dimensional input data sequence firola (or standard input) in
which the x-axis values are linearly interpolated by equally-spaced 1 points, and
outputs they-axis values.
If the input data is
Xo; Yo
X1, Y1
Xk, Yk
then the output data will be
YoiYii ity 1
Input and output data are in oat format.
This command can also interpolate data sequence in wchick-&éxé values are not
equally-spaced, such as digital Iter characteristics.
OPTIONS
-1 L output length [256]
-m M number of interpolation points [L-1]
=X  Xmin Xmax Minimum and maximum values afaxis in input data [@O5]
- Xmin minimum values ofk-axis in input data [0:0]
= Xmax maximum values ok-axis in input data [0:5]
EXAMPLE

This example decimates input data fratata.f le with interval 2, interpolates 0 with
interval 2, and then outputs it ttata.di le:

When input datalata.fcontains the following data,

0;2
2:2
3;0
51
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this example linearly interpolates input data and outputsdita.intpl
linear_intpl -m 10 -x 0 5 < data.f > data.intpl

And the result is given by:

2:2:2:2:2:1:0:0:25,0:5;0:75; 1
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NAME

Imadf — LMA digital Iter for speech synthesis( 17)
SYNOPSIS

Imadf [-m M][-pP][—=I][-PPa][-v][-t][-k] cle [inle ]
DESCRIPTION

in c le and uses it to Iter an excitation sequence framie (or standard input) in order
to synthesize speech data, sending the result to standard output.

Input and output data are in oat format.

The LMA lter is an extremely precise approximation of the exponential transfer func-
tion obtained fromM-th order cepstral coecientsc(m) as follows.

M
H@=exp cmz™

m=0

If we remove the gaik = expc(0) from the transfer functiohl(2), then we obtain the
following transfer function

X
D@ =exp c(mz™
m=1

which can be realized using the basic FIR Iter

b
F(2 = c(mz ™

m=1

as shown in Figuré(a). Also, as it can be seen in Figukh), the basic IterF(2) can
be decomposed as follows

F(2 = F1(2 + F2(2)

where

F1(2) = c(1)z *

b\
Fa(2) = c(mz ™
m=2

By doing this decomposition, the accuracy of the approximation is improved. Also, the
values of the coecientsA, are given in tabldl
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Table 1:The values for the coecientsA

Agy As)
4:999273 101! 4:999391 101
1:067005 10! | 1:107098 10!
1:170221 102 | 1:369984 10 2
5.656279 104 | 9:564853 10 *
3:041721 10°

a b~ W N P

OPTIONS

|
3
<

order of cepstrum [25]

interpolation period [1]
a order of the Pag approximation [4]
Pashould be 4 or 5

L
T~ T

frame period [100]

107

-k ltering without gain [FALSE]
-V inverse lter [FALSE]
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-V transpose lter [FALSE]

EXAMPLE

In this example, the excitation is generated from the pitch data read in oat format from
data.pitch passed through an LMA Iter obtained from cepstrum data.cep and the
synthesized speech is writtendata.syn

excite < data.pitch | Imadf data.cep > data.syn

SEE ALSO
uely gcep poledf, [fcdi, gisadf misadf mglsadf
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NAME

Ipc — LPC analysis using Levinson-Durbin method

SYNOPSIS
lpc [-IL][-mM][-fF][inle ]

DESCRIPTION

Ipc calculates linear prediction coeients (LPC) fromL-length framed windowed data
fromin le (or standard input), sending the result to standard output.

For eachL-length input vector

the autocorrelation function is calculated (ss&mar), then the gairK and the linear
prediction coe cients

are calculated using the Levinson-Durbin algorithm (s=dL).
Input and output data are in oat format.

OPTIONS

- L frame length [256]
-m M order of LPC [25]
—f F  mimimum value of the determinant of the normal matrix [0.000001]

EXAMPLE

In this example, the 20-th order linear prediction analysis is applied to input read from
data.fin oat format, and the linear prediction coeients are written talata.lpc

frame < data.f | window | Ipc -m 20 > data.lpc

SEE ALSO

acory, [evdur, [pcZpayy parZipg [pc2¢ [pc2Isp [SpZip¢iicdd,
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NAME
Ipc2c — transform LPC to cepstrum
SYNOPSIS
lpc2c [-mM1][-M Mz ][ inle ]
DESCRIPTION
Ipc2ccalculates LPC cepstral coeients from linear prediction (LPC) coeients from
in le (or standard input), sending the result to standard output. That is, when the input
sequence is
» a(1)a(2);:::5a(p)
where
H = =
@= 22 X
1+ akzk
k=1
then the LPC cepstral coeients are evaluated as follows.
8
In(h); n=20
X1y
a(n) = —c(Kain k; 1 n P
c(n) = k=1 1
X1 K
—c(k)a(n K); n>P
k=n P n
And the sequence of cepstral cogents
c(0); c(1); :::;c(M)
is given as output. Input and output data are in oat format.
OPTIONS
-m M; orderof LPC [25]
—M M, order of cepstrum [25]
EXAMPLE

In the example below, a 10-th order LPC analysis is undertaken after passing the speech
datadata.fin oat format through a window, 15-th order LPC cepstral cagents are
calculated, and the result is writtendata.cep

frame < data.f | window | Ipc -m 10 |\
Ipc2c -m 10 -M 15 > data.cep
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SEE ALSO
Ipg, gcZat, mgczZmay; freat
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NAME
Ipc2Isp — transform LPC to LSP

SYNOPSIS

Ipc2lsp [-mM][-sS][-k][-l][-0 O][-nN][-pP][-qQ][-d D]
[inle ]

DESCRIPTION

Ipc2lspcalculates line spectral pair (LSP) coeients fromM-th order linear prediction
(LPC) coe cients fromin le (or standard input), sending the result to standard output.

Although the gairK is included in the LPC input vectors as follows

K is not used in the calculation of the LSP cogents.
The M-th order polynomial linear prediction equatiéz) is

X
Av@ =1+ amz™

m=1

The PARCOR coe cients satisfy the following equations.

An(2 = An 12 k(m)Bn 1(2
Bn(2 =z '(Bm 1 k(MAn 1(2)

Also, the initial conditions are set as follows,

M@ =1
Bo(d=2z" (1)
When the linear prediction polynomial equationMtth orderAy(2) are given, and the
evaluation ofAy.1(2) is obtained with the value &{M + 1) setto 1 or 1, thenP(2) and
Q(2) are de ned as follow.
P(2 = Aw(2 Bu(2
Q2 = Au(2 + Bu(2
Making k(M + 1) equal to 1 means that, regarding PARCOR cagents, the bound-

ary condition for the glottis of the xed vocal tract model satis es a perfect re ection
characteristic. AlsoAy(2) can be written as

P2+ Q3.
5

Also, to make sure the roots éf,(2) = 0 will all be inside the unit circle, i.e. to make
sureAy (2) is stable, the following conditions must be met.

Av(2) =
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All of the roots of P(z) = 0 andQ(2) = 0 are on the unit circle line.
the roots ofP(z) = 0 andQ(2) = 0 should be above the unit circle line and interca-
late.
If we assume thaltl is an even numb$r, théP(2) andQ(2) can be factorized as follows.
P=(1 z? (1 2z'cosl+z?

i=2;§,‘.::;M
Q2=@01+zY (1 2zcos!i+z?
i=1,3;:xM 1

Also, the values of ; will satisfy the following ordering condition.
O<! <!l ,< <lyi<!wu<
If M is an odd number, a solution can be found in a similar way.
The coe cients! ; obtained through factorization are called LSP ceoents.

OPTIONS
-m M order of LPC [25]
—-s S sampling frequency (kHz) [10.0]
-k output gain [TRUE]
- output log gain instead of linear gain [FALSE]
-0 O output format [0]

0 normalized frequency (Q: )

1 normalized frequency (0:0:5)
2 frequency (kHz)

3 frequency (Hz)

Usually, the options below do not need to be assigned.

—n N split number of unit circle [128]

—p P maximum number of interpolation [4]

—d D end condition of interpolation [1e-06]
EXAMPLE

In the following example, speech data is read in oat format frdata.f 10-th order
LPC coe cients are calculated, and the LSP caéents are evaluated and written to
data.lsp

frame < data.f | window | Ipc -m 10 |\
Ipc2lsp -m 10 > data.lsp

SEE ALSO
[bg, [SPZIPG;
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NAME

Ipc2par — transform LPC to PARCOR
SYNOPSIS

Ipc2par [-mMM][—-gG][-cC][-s][inle ]
DESCRIPTION

Ipc2par calculates PARCOR coecients fromM-th order linear prediction (LPC) coef-
cients from in le (or standard input), sending the result to standard output.

The LPC input format is

If the —s option is assigned, the stability of the Iter is analyzed. If the lter is stable,
then O is returned. If the Iter is not stable, then 1 is returned to the standard output.

Input and output data are in oat format.
The transformation from LPC coecients to PARCOR coecients is undertaken as fol-

lows:
k(m) = a™(m)
4 1)(i) _ a(m)(i) + a(m)(m)a(m)(m i);
1 k(m)
wherel i m 1,m=p;p 1;:::;1. Theinitial condition is
am=am); 1 m M

If we use the —g option, then the input contains normalized generalized cepstral coef-
cients with power parameter and the output contains the corresponding PARCOR
coe cients. In other words, the input is

and the initial condition is

a™m) = (Mm); 1 m M

Also with respect to the stability analysis, the PARCOR coients are checked through
the following equation.
1<k(m<1

If this condition satisfy then the lter is stable.
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OPTIONS

EXAMPLE
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order of LPC [25]
gamma of generalized cepstrum [0]
=G
gamma of generalized cepstrum
= 1Hint)C
CmustbeC 1
check stable or unstable [FALSE]

In the example below, a linear prediction analysis is done in the inpudaka.fin oat
format, the LPC coecients are then transformed into PARCOR cag&nts, and the
output is written tadata.rc

SEE ALSO

frame < data.f | window | Ipc | Ipc2par > data.rc
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NAME
Isp2lpc — transform LSP to LPC
SYNOPSIS
Isp2lpc [-mM][-sS][-K][-][— I'][inle ]
DESCRIPTION
Isp2lpccalculates linear prediction (LPC) coeients fromM-th order line spectral pair
(LSP) coe cients fromin le (or standard input), sending the result to standard output.
The LSP input input format is
(KL 1) 22551 (M);
and the LPC output format is
K;a(l1);:::;a(M):
By default,Isp2lpcassumes that the LSP input vectors include the Haiand it passes
that gain value through to the LPC output vectors. However, if the —k option is present,
Isp2lpcassumes th& is not present in the LSP input vectors, and it $€t® 1.0 in the
LPC output vectors.
OPTIONS
-m M order of LPC [25]
—s S sampling frequency (kHz) [10.0]
-k input & output gain [TRUE]
- regard input as log gain and output linear gain [FALSE]
—i | input format [0]
0 normalized frequency (0: )
1 normalized frequency (Q:0:5)
2 frequency (kHz)
3 frequency (Hz)
EXAMPLE
In the example below, 10-th order LSP cogents in oat format are read from le
data.lsp the linear prediction coecients are evaluated, and writtendata.lpc
Isp2lpc -m 10 < data.lsp > data.lpc
SEE ALSO

Ipd, IpCZISH
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NAME
Ispcheck — check stability and rearrange LSP
SYNOPSIS
Ispcheck [-mM][-sS][-k][=i I][-0O][-r R][inle ]
DESCRIPTION
Ispcheckests the stability of the Iter corresponding to the line spectral pair (LSP) co-
e cients fromin le (or standard input), sending the result to standard output.
By default, the output is the same as the input. When the —c option is given, the output is
LSP coe cients that have been rearranged so the lter is stable. If an frame is unstable,
an ASCII report of the number of the frame is sent to standard error.
OPTIONS
-m M orderof LPC [25]
—-s S sampling frequency (kHz) [10.0]
-k input & output gain [TRUE]
—i | input format [0]
-0 O output format [
0 normalized frequency (Q: )
1 normalized frequency (0:0:5)
2 frequency (kHz)
3 frequency (Hz)
—C rearrange LSP [N/A]
check the distance between two consecutive LSPs
and extend the distance (if it is smaller tfan =M)
—-r R threthold of rearrangement of LSP [0.0]
stt 0 R 1
EXAMPLE
In the following example, 10-th order LSP coeients are read frordata.lspin oat
format, stability is checked, the unstable cagents are rearranged so that they become
stable, and the distance between two consecutive LSPs are extenddd@® if it is
smaller than=1000, and the rearranged LSP caments are written tolata.lspr
Ispcheck -m 10 -c -r 0.01 < data.lsp > data.lspr
SEE ALSO

Ing, IpcZisp [SpZIpe
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NAME
Ispdf — LSP speech synthesis digital Iter
SYNOPSIS
Ispdf [-mM][-pP][-11][-sS][-0O0][-k][-I] Isple[inle ]
DESCRIPTION
Ispdfderives an LSP digital Iter from the line spectral pair (LSP) cazents inlsp le
and uses it to Iter an excitation sequence framie (or standard input) and synthesize
speech data, sending the result to standard output.
Both input and output les are in oat format.
OPTIONS
—-m M order of coe cients [25]
—-p P frame period [100]
—i | interpolation period [1]
-k [tering without gain [FALSE]
- regard input as log gain [FALSE]
EXAMPLE
In the example below, excitation is generated from the pitch information givestapitch
in oat format. This excitation is passed through the LSP synthesis Iter constructed
from the LSP ledata.lsp and the synthesized speech is writtel#ba.syn
excite < data.pitch | Ispdf data.lsp > data.syn
SEE ALSO

IS, [PC2ISp
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NAME
Itcdf — all-pole lattice digital Iter for speech synthesis
SYNOPSIS
ltcdf [-m M][-p P][=i1][-k]rcle [inle ]
DESCRIPTION
Itcdf derives an all-pole lattice digital Iter from PARCOR coeients inrc le and uses
it to Iter an excitation sequence fronm le (or standard input) and synthesize speech
data, sending the result to standard output.
Both input and output les are in oat format.
OPTIONS
—-m M order of coe cients [25]
-p P frame period [100]
—i | interpolation period [1]
-k ltering without gain [FALSE]
EXAMPLE
In the example below, excitation is generated from the pitch information givestapitch
in oat format. This excitation is passed through the lattice lter constructed from the
LPC le data.rg and the synthesized speech is writtel&ba.syn
excite < data.pitch | ltcdf data.k > data.syn
SEE ALSO

Ipg, ecory;, [evdur, [pcZpay parZipg poledf zeradf [Spdj
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NAME

mc2b — transform mel-cepstrum to MLSA digital Iter coeients
SYNOPSIS

mc2b [-aA][-m M][inle ]
DESCRIPTION

mc2bcalculates MLSA lter coe cientsb(m) from mel-cepstral coecientsc (m) from

in le (or standard input), sending the result to standard output.

Both input and output les are in oat format.

The coe cients are given as follows:

:
c (M); m=M
b(m) = 3 _
~c(m bm+1l); 0 m<M

These coe cientsb(m) can be directly used in the implementation of a MLSA lter.

mc2bimplements the inverse transformation undertaken by the comiizmd
OPTIONS

—-a A all-pass constant [0.35]

—-m M order of mel-cepstrum [25]
EXAMPLE

In the example below, speech data is read in oat format frdewa.f a 12-th order

mel-cepstral analysis is undertaken, these mel-cepstral@eats are transformed into

MLSA lIter coe cients, and then the coeientsb(m) are written todata.h

frame < data.f | window | mcep -m 12 |\
mc2b -m 12 > data.b

SEE ALSO

misadf mgisadf bZme mcep mocep gmeep
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NAME
mcep — mel cepstral analy<isy 12)
SYNOPSIS
mcep [-aA[[-mM][-L][-qQJ[-iI][-]J][-dD][-ee][-EE][-fF]
[inle ]
DESCRIPTION
mcepuses mel-cepstral analysis to calculate mel-cepstral cmatsc (m) from L-
length framed windowed data from le (or standard input), sending the result to stan-
dard output.
Input and output data are in oat format.
In the mel-cepstral analysis, the spectrum of the speech signal is modelédibgrder
mel-cepstral coe cientsc (m) as follows.
h
H2=exp c(mz™
m=0
The command “mcep” applies a cost function based on the unbiased log spectrum esti-
mation method. The variable ¥ can be expressed as the following rst order all-pass
function )
7 1_ Z .
1 zv
The phase characteristic is given by the variahld-or a sampling rate of 16 kHz, is
set to 42. For a sampling rate 10 kHz,is set to (35. For a sampling rate 8 kHz,is
set to 031. By making these choices for the mel-scale becomes a good approximation
to the human sensitivity to the loudness of speech.
The Newton-Raphson method is used to minimize the cost function when evaluating
mel-cepstral coecients.
OPTIONS
—a A all-pass constant [0.35]
—-m M order of mel cepstrum [25]
-l L frame length [256]
—q Q inputdata style [0]

Q=0 windowed data sequence
Q=1 20 logjf(w)j

Q=2 Injf(w)

Q=3 jf(w)

Q=4 jf(w)?
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Usually, the options below do not need to be assigned.

—i | minimum iteration of Newton-Raphson method [2]

- J maximum iteration of Newton-Raphson method [30]

—d D end condition of Newton-Raphson [0.001]

—e e smallvalue added to periodgram [0.0]

—E E oorindb calculated per frame [N/A]

—f F  minimum value of the determinant of the normal matrix  [0.000001]
EXAMPLE

In the example below, speech data is read in oat format fdata.fand analyzed. Then,
mel-cepstral coe cients are written talata.mcep

frame < data.f | window | mcep > data.mcep

frame < data.f | window | fftr -A -H | mcep -q 3 > data.mcep

SEE ALSO
0els geep mocep misadf
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NAME

merge — data merge

SYNOPSIS

merge [—SS][—lLiJ[-n Ny J[-L LoJ[-N N]
[-0][ +type] lel [inle ]

DESCRIPTION

mergemerges, on a frame-by-frame basis, data frteth into the data fromn le (or
standard input), sending the result to standard output, as described below.
Insert mode

x(0) X(S1) x(L1-1)
infile(stdin) | |

output

filel

Overwrite mode

x(0) X(S1) x(S1+Ly) x(Li-1)
infile(stdin) | : ] ]

|

output

filel
y(0) y(L2-1)

OPTIONS

-s S insert point [0]

—-I L, frame length of input data [25]

—n N; order of input data [Ly 1]
—-L L, frame length of insert data [10]
—N N, order of insert data [L, 1]
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-0 overwrite mode [FALSE]
+t input data format [f]

c char (1 byte) C unsigned char (1 byte)

s short (2 bytes) S  unsigned short (2 bytes)

i3 int (3 bytes) I3 unsigned int (3 bytes)

I int (4 bytes) I unsigned int (4 bytes)

| long (4 bytes) L  unsigned long (4 bytes)

le long long (8 bytes) LE unsigned long long (8 bytes)

f  oat (4 bytes) d double (8 bytes)

EXAMPLE

The following example inserts blocks of 2 samples frdata.f2in short format into
data.f], also in short format. The frame length of the tlta.flis 3, and the blocks
from data.f2will be inserted from the 3rd sample of every frame. The result is written
to data.merge

merge +f -s 2 -| 3 -L 2 +s data.f2 < data.fl1 > data.merge
For example, if thelata.f1 le is given by
1,1,1,2,2,2;:::
, and thedata.f2 le is given by
2;3;5,6;:::
then the outputlata.mergewill be
1,1,2,3,1; 2,2;5;6;2;:::
The next example overwrites blocks of 2 samples frdata.f2in long format into

data.f1 also in long format, the frame length of the tata.flis 4, and the blocks from
data.f2will be inserted from the 2nd sample of every frame. The resdlia.merge

merge +f -s 2 -1 4 -L 2 +| -0 data.f2 < data.fl > data.merge
For example, if thelata.f1 le is given by
1,1;1;1;2;2,2,2; -
, and thedata.f2 le is given by
3;4,5,6;:::
then the outputiata.mergewill be
1,3,4,1; 2,5;6;2;:::

SEE ALSO
ocp
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NAME

mfcc — mel-frequency cepstral analysis

SYNOPSI

mfcc

DESCRIPTION

S

[-aA][-eE][H Li][-L L][-sor—fF][-m M]
[-"N][-sS][-wW][-d][-E][-0] inle ]

Speech Signal Processing Toolkit
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mfccuses mel-frequency cepstral analysis to calculate mel-frequency cepstrur;from
length framed data fronm le (or standard input), sending the result to standard out-
put.Sincemfcccan apply a window function to input data in the function, it is not neces-
sary to use windowed data as input. The input time domain sequence of lengtbf

the form:

Also, note that the input and output data are in oat format, and that the output data

cannot be used for speech synthesis through the MLSA lter.

OPTIONS

-E
-0

preemphasise coecient

liftering coe cient

ooring value for calculating log) in Iterbank analysis
if X< Ethenreturnx=E

frame length of input

frame length for t. default value 2 satis esL; < 2"

order of mfcc

order of channel for mel- lter bank
sampling frequency (kHz)

type of window

0 Hamming

1 Do notuse a window function
use dft (without using t) for dct

output energy

output O'th static coe cient

[0.97]
[22]
[1.0]

[256]
[2"]
[12]
[20]
[16.0]
[0]

[FALSE]
[FALSE]
[FALSE]

if the -E or -0 option is given, energl or O'th static coe cient CO is outputted as
follows.
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EXAMPLE

In the example below, speech data in oat format is read fdata.f Here, we specify

the frame length, frame shift and sampling frequency as 40ms, 10ms and 16kHz, re-
spectivelly. The 12 order mel-frequency cepstral coents, together with the energy
component, are outputted data.mfc

frame -1 640 -p 160 data.f |\
mfcc -| 640 -m 12 -s 16 -E > data.mfc

Also, in case we want to calculate the cagents the same way as in HTK, following
the conditions:

SOURCEFORMAT = NOHEAD

SOURCEKIND = WAVEFORM

SOURCERATE = 625 # Sampling rate (1 / 16000 * 10"7)
TARGETKIND = MFCC D A E

TARGETRATE = 100000 # Frame shift (ns)
WINDOWSIZE = 400000 # Frame length (ns)
DELTAWINDOW = 1 # Delta widndow size
ACCWINDOW =1 # Accelaration widndow size
ENORMALISE = FALSE

We have to use the following command in SPTK. Below, because of theretice of
the calcuration method of regression cagents between SPTK and HTK, dérencial
coe cients are speci ed directly using -d optiondeltacommand.

frame -1 640 -p 160 data.f |\

mfcc -1 640 -m 12 -s 16 -E > data.mfc

delta -m 12 -d -0.5 0 0.5 |\

-d 0.25 0 -0.5 0 0.25 data.mfc > data.mfc.diff

Here, because of the deérence in the calculation method of regression cdents be-
tween SPTK and HTK, dierencial coe cients are speci ed directly using the —d option

in deltadommand. The correspondence between the option of SPTK's command option
and the HTK's con guration for extracting mel-frequency cepstrum is shown in Table
Q. Please, refer to the HTKBook for more information on extracting mel-frequency cep-
strum with HTK.

SEE ALSO
frame, gcep mcep mycep sper
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Table 2:Con guration for extracting MFCC
Settings SPTK HTK
pre-emphasis coecient -a (atmfcccommand) PREEMCOEF
liftering coe cient -c (atmfcccommand) CEPLIFTER
small value for calculating log() | -e (atmfcccommand) N/A
sampling rate -s (atmfcccommand) SOURCERATE
frame shift -p (atframecommand) TARGETRATE
frame length of input -| (at framecommand) WINDOWSIZE
-I (at mfcccommand)
frame length for t -L (at mfcccommand) N/A
(automatically calculated
order of cepstrum -m (atmfcccommand) NUMCEPS
order of channel for mel- Iter bank -n (atmfcccommand) NUMCHANS
use hamming window -w (atmfcccommand) USEHAMMING
use dft -d (atmfcccommand) N/A
output energy -E (atmfcccommand) TARGETKIND
output O'th static coe cient -0 (atmfcccommand) TARGETKIND
delta window size -r (atdeltacommand) DELTAWINDOW
acceleration window size -r (atdeltacommand) ACCWINDOW
Normalize log energy N/A ENORMALISE
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NAME

mgc2mgc — frequency and generalized cepstral transformation

SYNOPSIS

mge2mge [-mMi][-a A ][-9G1][-CcCi][-n][-u]
[-M M2 ][-A A ][-G G2 ][-CCo][-N][-U][ inle ]

DESCRIPTION

characterizes the frequency-warping transform, whitdaracterizes the generalized
log magnitude transform.

Input and output data are in oat format.

First, a frequency transformation! ;) is undertaken in the input mel-generalized
cepstral coe cientsc ,. ,(m), andc ,. ,(m) is calculated as follows.

= g 2 1)1 1 2)
| c..( )+ ¢,h(0) m=0
am=g @ Ao LAy m=1
dOm D+ APm om 1) m=2M,
i= Mg 1,0
Then the gain is normalized an@z; .(m) is evaluated.
K,=s!c (0);
. .m=c2 m=1+ 1c% (0); m=1;2:::;M,

0 - . 0 -
;A_\fter(warlds,c 2) ,(m) is transformed inte”,. ,(m) through a generalized log transforma-
on 1 2).

X1ypn 0
COZ; Z(m) = COZ; 1(m) + a 2C 5 1(k) COZ; 2(m k) 1C 2(k) Coz; 1(m k) ;
k=1
m=1,2;::::M,

Finally, the gain is inversely normalized and. ,(m) is calculated.

Cz;z(o)zsz Kz;
C,,(m=c,. (M 1+ ,c,,0); m=1;2;:::;M;
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In case we represent input and output withf the coe cientsc. (m) are not normal-
ized, then the following representation is assumed

OPTIONS

—-m M; order of mel-generalized cepstrum (input) [25]
—a A; alpha of mel-generalized cepstrum (input) [0]
—-g G; gamma of mel-generalized cepstrum (input) [0]

1= Gy
—c C; gamma of mel-generalized cepstrum (input)

1= 1=(|nt)C1

ComustbeC; 1

-n regard input as normalized mel-generalized cepstrum [FALSE]
—-u regard input as multiplied by gamma [FALSE]
-M M, order of mel-generalized cepstrum (output) [25]
—-A A, alpha of mel-generalized cepstrum (output) [0]
-G G, gamma of mel-generalized cepstrum (output) [1]

=Gy
—-C C, gamma of mel-generalized cepstrum (output)

2= 1Hint)G,

C, must b&z 1
—N regard output as normalized mel-generalized cepstrum [FALSE]
-U regard input as multiplied by gamma [FALSE]
EXAMPLE

In the example below, 12-th order LPC coelents are read in oat format fromata.lpg
and 30-th order mel-cepstral coeients are calculated and writtendata.mcep

mge2mgec -m 12 -a 0 -g -1 -M 30 -A 0.31 -G O
< data.lpc > data.mcep
SEE ALSO
el geep meep mocep OCZG¢ fredt, [PC2¢
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NAME
mgc2mgclsp — transform MGC to MGC-LSP
SYNOPSIS
mgc2mgcelsp [-aAl[-gG][-mM M][-0O][-sS][-K][-I][ inle ]
DESCRIPTION
mgc2mgdransforms mel-generalized cepstral cagentsc. (0);:::;c. (M) fromin-
le (or standard input) into line spectral pair cogients (MGC-LSPX;I(1);:::;I(M)
sending the result to standard output.
characterizes the frequency-warping transform, whitdaracterizes the generalized
log magnitude transform anl is the gain.
mgc2mgclsploes not check for stability of the MGC-LSP. One should use the command
Ispchecko check the stability of the MGC-LSP.
OPTIONS
—a A alpha of mel-generalized cepstrum [0.35]
—-g G; gamma of mel-generalized cepstrum [-1]
=G
—c C; gamma of mel-generalized cepstrum (input)
= 1Hint)C
CmustbeC 1
—-m M order of mel-generalized cepstrum [25]
-0 O output format [0]
0 normalized frequency (Q: )
1 normalized frequency (0:0:5)
2 frequency (kHz)
3 frequency (Hz)
—-s S sampling frequency (kHz) [10]
-k do not output gain [FALSE]
- output log gain instead of linear gain [FALSE]
EXAMPLE
In the following example, speech data is read in oat format frdata.f analyzed
with = 035, = 1 and the MGC-LSP coecients are evaluated and written to
data.mgclsp

frame < data.f | window | mgcep -a 0.35 -g -1 |\
mgc2mgclsp -a 0.35 -g -1 > data.mgclsp

Also, MGC-LSP stability can be checked by using the following:
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frame < data.f | window | mgcep -a 0.35 -g -1 |\
mgc2mgclsp -a 0.35 -g -1 | Ispcheck -r 0.01 > data.mgclsp

SEE ALSO

IDG, ISpZIpg [Spcheck MgeZmgl; mgcep
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NAME
mgc2sp — transform mel-generalized cepstrum to spectrum
SYNOPSIS
mgc2sp [-aA][-9G][-cCI[-mM][-n][-u][-l L][-p]
[-0O][inle ]
DESCRIPTION
mgc2spralculates the log magnitude spectrum from mel-generalized cepstratimods
c. (m)frominle (or standard input), sending the result to standard output.
Input and output data are in oat format.
The mel-generalized cepstral coeientsc. (m) are transformed into cepstral coe
cients (refer tqngcZmgp and then the log magnitude spectrum is calculated (refer to
speg.
When the input data is normalized by the gain, it can be expressed as follows.
K =st c9(0) ;
¢ (m=cPm=1+ c(0); m=1;2;:::;M
Supposing the input data is represented ligr non-normalized coecientsc. (m), the
following representation is assumed
1+ ¢, (0 c; (1) ¢ (M)
and the following representation is assumed for normalized cents
K; e @) ¢ (M)
OPTIONS
-a A alpha [0]
—g G power parameter of mel-generalized cepstrum [0]
=G
—c C power parameter of mel-generalized cepstrum
= 1Hint)C
CmustbeC 1
—-m M order of mel-generalized cepstrum [25]
-n regard input as normalized cepstrum [FALSE]
—u regard input as multiplied by [FALSE]

-l L FFTlength [256]
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—p output phase [FALSE]
-0 O output format [0]
if the —p option is assigned, scale of output spectrum can be
assigned.

O=0 20 logjH(2);

O=1 InjH(2);)

0=2 jH(2)

0=3 jH@P
if the —p option is not assigned, unit of output phase can be
assigned.

O=0 argH(2j [ rad]

O=1 argH(2) [rad]

O=2 argH(2 180 [deg]
EXAMPLE

In the following example, mel-generalized cepstral cognts in oat format are read
from data.mgcegM = 12, = 0:35, = 0:5) and the log magnitude spectrum is
evaluated and plotted:

mgc2sp -m 12 -a 0.35 -c 2 < data.mgcep | glogsp | xgr

SEE ALSO

CZsh MgcZmag gcZas; freqt, gnorm [PC2¢
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NAME
mgcep — mel-generalized cepstral analyisis(iZ)
SYNOPSIS
mgcep [-aA][-gG][-cC][-mM][-IL][-9Q][-00O]
[-i1][-] J][-dD][-pP][-ee][-EE][-fF][inle ]
DESCRIPTION

mgcepuses mel-generalized cepstral analysis to calculate mel-generalized cepstral coef-
cients from L-length framed windowed input data framle (or standard input), send-

ing the result to standard output. There are severamint output formats, controlled

by the —o option.

Considering an input signal of length the time sequence is presented by

Input and output data are in oat format.

In the mel-generalized cepstral analysis, the spectrum of the speech signal is modeled by
M-th order mel-generalized cepstral cogentsc. (m) as expressed below:

H(2) = 1@? ¢, (m)z mé

For this command “mgcep”, a cost function based on the unbiased estimation log spec-
trum method is applied. The variakte!‘can be expressed as the following rst order
all-pass function
z 1

1_

1zt
The phase characteristic is represented by the variabf®r a sampling rate 10kHz,
is made equal t0:85. For a sampling rate 8kHz,is made equal to:81. By setting
to these values, the mel-scale becomes a good approximation to the human sensitivity to
the loudness of speech.

The Newton-Raphson method is used to minimize the cost function when evaluating
mel-cepstral coe cients.

p4

The mel-generalized cepstral analysis includes several other methods to analyze speech,
depending on the values ofand (refer to gure).
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Figure 1:mel-generalized cepstral analysis and other method relations

A alpha [0.35]
G power parameter of generalized cepstrum [0]

=G
C power parameter of generalized cepstrum

= 1Hint)C

CmustbeC 1

M order of mel-generalized cepstrum [25]
L frame length power of 2 [256]
Q input data style [0]

Q=0 windowed data sequence

Q=1 20 logjf(w)j

Q=2 Injf(w)

Q=3 jf(w)

Q=4 jf(w)?
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—0 O output format [O]
O=0 c. (0)c. (1) """ ;c. (M)
O0=1 b(O)b(l) """ b(M)
0O=2 K: CO (1) ..... C0 (M)
0=3 K; bo(l) ..... bO(M)
0=4 K; (1)"':; c? (M)
O0=5 K; b°(1)"':; b°(M)
Usually, the options below do not need to be assigned.
—i | minimum iteration of Newton-Raphson method [2]
- J maximum iteration of Newton-Raphson method [30]
—-d D end condition of Newton-Raphson method [0.001]
—p P order of recursions [L 1]
—e e small value added to periodogram [0]
—-E E oorindb calculated per frame [N/A]
—f F mimimum value of the determinant of the normal matrix [0.000001]

EXAMPLE

In the following example, speech data is read in oat format frdata.fand analyzed
with =0, = 0 (which correspond to UELS method for log spectrum estimation) and
the resulting cepstral coecients are writterata.cep

frame < data.f | window | mgcep > data.cep
In a similar way, mel-cepstral coecients can be obtained by

frame < data.f | window | mgcep -a 0.35 > data.mcep
And linear prediction coecients can be obtained by

frame < data.f | window | mgcep -g -1 -0 5 > data.lpc
In this case, the linear prediction coeients are represented as

K;a(l);a(2);:::;a(M)

In the following example, speech data in oat format is read frdata.f and analyzed with

:O,

= 0 (which correspond to UELS method for log spectrum estimation). The resulting

cepstral coe cients are written tolata.cep

frame < data.f | window | \
fftr -A -H | mgcep -q 3 > data.cep

SEE ALSO

bels geep meep fred, GCZ2as MgcZmag gnorm mgisadf
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NAME
mgclsp2mgc — transform MGC-LSP to MGC
SYNOPSIS
mgclsp2mgec [-aA][-gG][-m M][=i 1 ][-sS][-l][ inle ]
DESCRIPTION
mgclsp2mgeransformsM-th order line spectral pair coecients (MGC-LSPSs)
K;1(2);:::;1(M)
read fromin le (or standard input) into mel-generalized cepstrum coents
c. (0);:::;¢. (M);a
sending the result to standard output.
characterizes the frequency-warping transform, whitdaracterizes the generalized
log magnitude transform aridl represents the gain.
Also, mgclsp2mgdoes not check the stability of MGC-LSPs. If itis necessary to use the
Ispcheclcommand for checking the stability of the input MGC-LSPs and then generating
the mel-generalized cepstrum cogents.
OPTIONS
—a A alpha of mel-generalized cepstrum [0.35]
—-g G; gamma of mel-generalized cepstrum [-1]
=G
—c C; gamma of mel-generalized cepstrum (input)
= 1Hint)C
CmustbeC 1
—-m M order of mel-generalized cepstrum [25]
=i 1 input format [0]
0 normalized frequency (Q: )
1 normalized frequency (0:0:5)
2 frequency (kHz)
3 frequency (Hz)
—-s S sampling frequency (kHz) [10]
- regard input as log gain and output linear gain [FALSE]
EXAMPLE

In the following example, MGC-LSP is read in oat format frodata.mgclspand an-
alyzed with = 0:35, = 1. The mel-generalized cepstrum cogents are evaluated
and written todata.mgc
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mgclsp2mgc -a 0.35 -g -1 data.mgclsp > data.mgc
Also, stability of MGC-LSP's can be checked using the following command:

Ispcheck -r 0.01 data.mgclsp | \
mgclsp2mgc -a 0.35 -g -1 > data.mgc

SEE ALSO

InG, ISpZIp¢; [Spcheck MgcZmgyg mgcep
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NAME
mglsadf — MGLSA digital Iter for speech synthesisl; 27)
SYNOPSIS
mglsadf [-mM][-aA][—<C][-pP][-11][=v][-t][-k][-P Pa]
mgcle [inle ]
DESCRIPTION

mglsadfderives a Mel-Generalized Log Spectral Approximation digital Iter from mel-
generalized cepstral coeientsc. (m) in mgc le and uses it to Iter an excitation se-
guence fromin le (or standard input) to synthesize speech data, sending the result to
standard output.

Input and output data are in oat format.

The transfer functiond (2) related to the synthesis Iter is obtained from thketh order
mel-generalized cepstral coeientsc. (m) as expressed below:

H(Z) = 1@? c; (m)z mé (1)

where
ozt

The transfer functiond(z) can be rewritten as

H(@=s 1@3 b°(m) m(Z)é

=K DH(FZO) 2)
where 8
§ 1; m=0
m(Z):§ (1 2)lez(m D m 1
and ’
K =s b (0))

D@ =s 1&« b (m) w2

m=1
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Output i !

Input _1|I-|=I-| jjl}_‘ri S 1 ji . 1%:1’T . 1%

bO(1A bO(2A bO(3A
IS

i |

(a) Structure of lter EB(2)

1st stage 2nd stage Cth stage
Input_| 1 1 . ~1 | Output
| B@ | |B®| | BO®

(b) C level cascaded lIter #B(2)

Figure 1:Realization synthesis IteD(2)

Also, the coe cientsb®(m) are obtained from the coecientsc. (m) by applying nor-
malization (refer tggnorny), and a linear transformation (referiim2bandb?md). Here
we consider only cases where the power parameter is represented byl=C, where
C is a natural number. In this case the ItBX(2) is constructed as shown in gui@),
where each lter of theC level cascaded lIter is constructed as shown in gyag, and
can be expressed as

1 1
B(2) X
1+ b°’(m) w2

m=1
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OPTIONS
-m M order of mel-generalized cepstrum [25]
—-a A alpha [0.35]
—c C power parameter = 1=C of generalized cepstrum [1]
if C == 0, the MLSA lter is used
—-p P frame period [100]
- | interpolation period [1]
-V inverse lter [FALSE]
—t transpose lter [FALSE]
-k Itering without gain [FALSE]

The option below only works i€ == 0.
—P Pa order of the Pagl approximation [4]
Pashould be 4 or 5
EXAMPLE

In the following example, the excitation is constructed from pitch data read in oat for-
mat fromdata.pitch and passed through an MGLSA lter built from the mel-generalized
cepstrum irdata.mgcepThe synthesized speech is then writtenlaba.syn

excite < data.pitch | mglsadf data.mgcep > data.syn

SEE ALSO
mgcep poledf, zeradf Iicdf, Imadf, misadf gisadf
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NAME

minmax — nd minimum and maximum values

SYNOPSIS
minmax [-IL][-nN][-bB][-0O][-d][inle ]

DESCRIPTION

minmaxdetermines thd3 (default 1) minimum and maximum values, on a frame-by-
frame basis, of the data from le (or standard input), sending the result to standard
output. If the frame length is 1, each input number is considered to be both the mini-
mum and maximum value for its length-1 frame.

The input format is oat by default. If the —d option is not given, the output format
will also be oat, consisting of the minimum and maximum values. If the —d option is
given, the output format will be ASCII, showing the positions within the frame where
the minimum and maximum values occurred, as follows:

value: positiory; position; :::

Also, when specifying —o0 0, —0 1, and —o rBjnmaxoutput minimum and maximum
values, only minimum values, and only maximum values, respectively.

OPTIONS
-l L length of vector [1]
—-n N order of vector [L-1]
—-b B ndn-bestvalues [1]
-0 O output format [0]
0=0 minimum and maximum
Oo=1 minimum
O0=2 maximum
—d output data number [FALSE]
EXAMPLE

If, for example, the input data idata.fin oat format is given as
1;1;2;3;4;5;6;7;8;9;9; 10
then the output of the following command

minmax data.f -l 6 > data.m
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is written todata.mas
1:5,6;10

Also, if the following command is applied
minmax -n 2 -d data.f
then the result will be

1:0
2:2
3:0
5:2
6:0
8:2
9:0,1
10:2
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NAME
mlpg — obtains parameter sequence from PDF sequ&g)ce(
SYNOPSIS
mipg [ L]I[-mM][-d(fnjdo[dy:::]) J[-r Nr Wi [W,] ]
[-iT][-sS][inle ]
DESCRIPTION

mlpg calculates the maximum likelihood parameters from the means and diagonal co-
variances of Gaussian distributions framle (or standard input), and sends the result
to standard output. The input format is

Input and output data are in oat format.

The speech parameter vectpfor every frame is composed of the static feature vector
G, where

a=[c; Doy O™
The dynamic feature vector™ ¢, is obtained from the static feature vector as follows.

n)

o= wO()a
= LM

wheren represents the order of dynamic feature vector. (a.g. 2 for 2) The mlpg
command reads the probability density functions sequence

(GEHEEY QPP S G IR 3 )
where

— h ?(O). :11) ..... qN)'>

t EEECECIE I |

(=diag ©; W ®

and evaluates the maximum likelihood parameter sequenges,(:::;0r). The out-
©), O represent the static feature vector mean and covariance matrix, respectively,

and ™; O represent the-th order dynamic feature vector mean and covariance ma-
trix, respectively.
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-m M
-1 L
—d (fnjdo[dy :::])

-

Nr Wi [Wo]

order of vector [25]
length of vector [M + 1]
fnis the le name of the parametevé™( ) used [N/A]
when evaluating the dynamic feature vector. It is
assumed that the number of cogents to the left

and to the right have the same length. If this is not

true, then zeros are added to the short side. For
example, if the coecients are

w(  1); w(0); w(1); w(2); W(3)
then zeros are added to the left as follows.
0; 0;w( 1); w(0); w(1); w(2); w(3)

Instead of entering the lenamén, the coe -
cients(which compose the |€n) can be directly
input in the command line. When the order of the
dynamic feature vector is higher than one, the sets
of coe cients can be input one after the other as
shown on the last example below. This option can-

not be used with the —r option.
This option is used wheNg-th order dynamic pa- [N/A]

rameters are used and the weighting coents
w"( ) are evaluated by regressioNg can be set
to 1 or 2. The variable®V; andW, represent the
widths of the rst and second order regression co-
e cients, respectively. The rst order regression
coe cientsfor ¢ at framet are evaluated as fol-

lows. P,
_ = Wl Ct+
Ct m 5
= W
E,or the secondpprder regressign cagents,a, =
W ta= Y 2a="" 1land
= W, y Al = W, H = W,
I:)W
2. _ = w,(@0 2 a)cu
2(azag af)

This option can not be used with the —d option.
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-s S

EXAMPLE

Speech Signal Processing Toolkit

type of input PDFs

1. 1

N -~ O
[

range of in uenced frames

MLPG

[0]

[30]

In the example below, the number of parameters is 15, the width of the window for rst
or second order dynamic feature evaluation is 1, and the parameter sequence is evaluated
from the probability density function:

mipg

or

echo
echo

mipg

-m 15 -r 2 1 1 data.pdf > data.par

"-0.5 0 0.5" | x2x +af > delta
"0.25 -0.5 0.25" | x2x +af > accel
-m 15 -d delta -d accel data.pdf > data.par
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NAME

misacheck — check stability of MLSA lter
SYNOPSIS

misacheck [-mM][-aA][-r][-R][-P Pa][inle ]
DESCRIPTION

misacheckests the stability of the Mel Log Spectral Approximation (MLSA) digital
Iter of the mel-cepstrum coe cients inin le (or standard input), sending the result to
standard output.

Both input and output are in oat format.
As described inmIsadf the transfer functioid(z) is expressed as

X
H@=exp bm) w?
m=0
=K D(2
where 8
§ 1; m=0
n(2) =g ( 2)2112<m Dm o1
1 z
and
1
~1_ Z
S
K = expb(0);
X
D@ =exp  bm) w@:
m=1

To construct the exponential transfer functidiz), Pac approximation is used to ap-
proximate complex exponential function expby a following rational function:

P
| g

expw' R (W)=

ThenD(2) is approximated by
D(2) = expF(2) * R.(F(2)

where
v

F2=  b(mz™

m=0
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The stability of the MLSA synthesis lter is related to the accuracy of the approximation.
WhenjF(e' )j < r = 45 andL = 4 for R (w), the log approximation error does not
exceed 0.24 dB. The corresponding synthesis Re(F(2) ' expF(2) = D(2 is
stable wherjF(e!' )j < rmax = 6:2. Also, the log approximation error does not exceed
0.2735 dB when = 6:0 andL = 5. The corresponding synthesis Iter is stable when
max = 7:65.

In spite of whether specifying —c option or not)sacheckests the stability and sends

an ASCII report of the number of unstable frame to standard error. When specifying —
option,misachecknodi es the Iter coe cients if unstable frame is found. When spec-
ifying —r option, the stable condition can be selected as follows: When -mBacheck
keeps the log approximation not exceeding 0.24 BB € 4) or 0.2735 dB Pa = 5),
wherePais the order of Paglapproximation. When '—r 1imlsacheclkeeps the MLSA

Iter stable although the accuracy of log approximation is lost.

OPTIONS
-m M order of mel-cepstrum [25]
—-a A all-pass constant [0.35]
-l L FFTlength [256]
—C modify MLSA lter coe cients of unstable frames [N/A]
—-r R stable condition for MLSA Iter [0]
R=0 keep log approximation error not exceeding
0.24 dB Pa=4) or 0.2735 dBPa=5)
R=1 keep MLSA lter stable
—P Pa order of the Pagl approximation [4]
Pashould be 4 or 5
EXAMPLE

In the following example, 25-th order mel-cepstrum cagents are read fromata.mcep
in oat format, then the stability of MLSA lter is checked, and the results are written to
data.mlsachk

misacheck -m 25 -c data.mcep > data.mlsachk

SEE ALSO
mcep amcep poledf zerodf [fcdi, Imadf, gisadf mglsadf




MLSADF Speech Signal Processing Toolkit MLSADF 149

NAME
misadf — MLSA digital Iter for speech synthesigg; 20; 12)
SYNOPSIS
misadf [-mM][-aA][-pP][-iI][-b][-P Pa][—-v][-t][-k]
mcle [inle ]
DESCRIPTION

misadfderives a Mel Log Spectral Approximation digital Iter from mel-cepstral coef-

in le (or standard input) and synthesize speech data, sending the result to standard out-
put.

Input and output data are in oat format.

The exponential transfer functidi(z) related to the MLSA synthesis lter is obtained
from theM-th order mel-cepstral coecientsc (m) as follows.

hol
HZ=exp c(mz™
m=0
where
1zt .
1 zv
The highly accurate approximation method of the above transfer function is explained
below. First, the transfer functidf(2) is expressed as

z

h
H@ =exp bm m(@
m=0
=K D(2
where, 8
§ 1; m=0
— 2y 1
m(2) § (]:-L Z)Zl 7 (m l); m 1
and
K = expb(0)
b
D(@=exp b(m) (2
m=1

Therefore, the coecientsb(m) can be obtained through a linear transformation ¢m)
(refer tomcZhandbZmd).
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Figure 1:Realization of exponential transfer function1(z)

The lIter D(2) can be constructed as shown in gukg), where basic lIter ( gurel(a))
is the following IIR lter.

b
F@= bm w2

m=1

If we want to improve the accuracy of the approximation, we can decompose the basic
Iter as shown in gurell(c),

F(2 = Fi12+ F2(2
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where

F1(2) = b(1)z *
X
Fa) = b(m) m(2)

m=2

Also, the coe cientsA4 in gure [(b) have same value as the LMA lter (refer to

Imadi).
OPTIONS
—-m M order of mel-cepstrum [25]
—-a A all-pass constant [0.35]
-p P frame period [100]
=i 1 interpolation period [1]
-b output Iter coe cient b(m) (coe cients which are linear [FALSE]
transformed from mel-cepstrum)
—P Pa order of the Pag approximation [4]
Pashould be 4 or 5
-k Itering without gain [FALSE]
-V inverse lter [FALSE]
—t transpose lter [FALSE]
EXAMPLE

In the following example, the excitation is constructed from pitch data read in oat for-
mat from data.pitch passed through an MLSA lIter built from the mel-cepstrum in
data.mcepand the synthesized speech is writtelada.syn

excite < data.pitch | misadf data.mcep > data.syn

SEE ALSO
imeen amceep poledf, zeradf [fcdi, Imadf, gisadf mglsadf
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NAME
msvg — multi stage vector quantization
SYNOPSIS
msvqg [-IL]J[-nN]J[-sS cble][—-q][inle ]
DESCRIPTION
msvgencodes the data from le (or standard input) using multi-stage vector quanti-
zation with codebooks speci ed by multiple —s options, sending the result to standard
output.
Input data is in oat format and output data is in int format.
OPTIONS
-1 L length of vector [26]
-n N order of vector [L 1]
—s S cbfile codebook [N/A N/A]
S codebook size
cbfile codebook le
—q output quantized vector [FALSE]
EXAMPLE
In the example below, a two level vq is undertaken in ingata.f le. the codebook
sizes ofcb lel andcb le2 are 256 and the output is written data.vq
msvqg -s 256 cbfilel -s 256 cbfile2 < data.f > data.vq
SEE ALSO

ImSvq, g, Ivq, [0
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NAME

nan — data check

SYNOPSIS

nan J[inle]

DESCRIPTION

nan checks whether input data contains NaN (Not a Number) or In nity, showing the
positions where these values occurred.

EXAMPLE

This example reads input dadata.fin oat format and checks it:

nan data.f
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NAME

normO — normalize coecients

SYNOPSIS

norm0 [-mM][inle ]

DESCRIPTION

normOnormalizes vectors fronm le (or standard input) by dividing vector components
by the zero-order component, sending the result to standard output.

For the input sequence

Input and output data are in oat format.

OPTIONS
—-m M order of input data [25]

EXAMPLE

Speech data is read frodata.fin oat format, the 15-th order autocorrelation coe
cients are evaluated and normalized, and the results is writidggtéonacorr

frame < data.f | window | acorr -m 15 |\
norm0 -m 15 > data.nacorr

SEE ALSO
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NAME

nrand — generate normal distributed random value

SYNOPSIS
nrand [-IL][-SS][-m M][-vV][-dD]

DESCRIPTION

nrandgenerates a sequence of normally-distributed random values, sending the result to
standard output.

Output data is in oat format.

OPTIONS
—-I L outputlength [256]
Inthe casd. 0 then random values will be generated inde nitely.
—-s S seed for nrand [1]
-m M mean of normal distribution [0.0]
—-v V variance of normal distribution [1.0]
—d D standard deviation of normal distribution [1.0]
EXAMPLE

Normal distributed random values of length 100 are generated and writtataond

nrand -l 100 -s 3 > data.rnd
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NAME
par2lpc — transform PARCOR to LPC

SYNOPSIS
par2lpc [-mM][inle ]

DESCRIPTION

par2lpccalculates linear prediction (LPC) coeients fromM-th order PARCOR coef-
cients fromin le (or standard input), sending the result to standard output.

The PARCOR input format is

and the LPC output format is

Input and output data are in oat format.

The Durbin algorithm is used for the transformation of PARCOR cadients into linear
prediction coe cients as follows;

a™(m) = k(m)
a™ (i) = a™ V(i) + k(ma™ Ym i); 1 i m

wherem = 1;2;:::;p. The initial condition is
a™(m) = a(m); 1 m M

OPTIONS
-m M order of LPC [25]

EXAMPLE

PARCOR coe cients are read in oat format fromata.rcand converted into the corre-
sponding linear prediction coecients. The output is written tata.lpc

par2lpc < data.rc > data.lpc

SEE ALSO

acary; [BVA, [pd, [pcZpar
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NAME

pca — principal component analysis

SYNOPSIS
pca [-IL][-nN][-iI][-e€[-V][-V fn][inle ]

DESCRIPTION

pcaapplies principal component analysis in the data fiarle (or standard input) us-
ing the Jacobi method, and sends the result to standard oygpatan also calculate
contribution ratio with the eigen values.

Inin le, the input training data set consistsleflimension vectors of the form:
x(0); x(1); x(2);x(3);  where x(i) = (x(1);x(2);  ;x(L))
Input and output data are in oat format.

OPTIONS

dimension of vector [3]

number of output principal components [2]

limit of iterations of the Jacobi method [10000]
threshold of convergence of the Jacobi method [0.000001]
-V output eigenvectors and mean vector of the training data [FALSE]
-V fn output eigenvalues and contribution rate (output lename[FALSE]

fn)

|
S
© —zr

EXAMPLE

In the example below, the eigenvectors and the eigenvalues are calculatedaiaiin
which contains three-dimensional training vectors. The mean vectors and eigenvectors
are sent tgpca.daf and the eigenvalues are senttgen.dat

pca data.f -n 2 -| 3 -v -V eigen.dat > pca.dat

Note that in thepca.daf the mean vector is written in front of the eigenvectors. In the
eigen.dat the eigenvalues and their contribution ratio are bound by the same principal
component and ordered according to the magnitude of the eigen values.

SEE ALSO
pcap
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NAME

pcas — calculate principal component scores

SYNOPSIS
pcas [-IL][-n N]pcale[inle ]

DESCRIPTION

pcascalculates principal component scores from the data la (or standard input) ,
and sends the result to standard output.

The input data set must be composed ofatimension, mean vectonand eigenvectors
e(i) as in:
m; &(0); e(1); &(2);

where m= (m(1);m(2); ;m(L)) and &(i) = (e(1):e(2); ;ea(L))

Input and output data are in oat format.

OPTIONS

-l L dimensionality of vector [3]
—n N output number of principal components [2]

EXAMPLE

In the example below, the principal component scores are calculatediésirdatand
sent toscore.dat Here,pca.datis a le that contains the mean and eigenvectors.

pcas pca.dat - 3 -n 2 < test.dat > score.dat

In pca.dat the mean vector must be written before the eigenvectors.

SEE ALSO
Pca
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NAME

phase — transform real sequence to phase

SYNOPSIS
phase [-IL][-pple][-zzle][-m M][-nN][inle ]

DESCRIPTION

phasecalculates the phase of the spectrum of a real sequenceirfirtan(or standard
input), and sends the result to standard output. Assume that the input sequence is

and the FFT is

X = X(e") 2 k

T

| =
X1 _
= x(me'™ _ o k=0;1;:::L 1
m=0 L
Then the output is given by
Yy = argX; k=0;1;:::;L=2
In this case the phase is written in continuous form. The output data angular frequency
varies from 0 . Input and output data are in oat format.

If the —p, —zoptions are assigned then the phase of the corresponding lter related to the
assigned coecients is calculatel

OPTIONS
- L frame length power of 2 [256]
—p pfile numerator coecients le [NULL]
Thep le should follow this structure in oat format:
K;a(l1);:::;a(M)
—z zfile denominator coecients le [NULL]

Thez le should follow this structure in oat format:

The contents op le andz le should be in a similar form

to that used in thelfscommand. When only thep option

is assigned then the denominator is made equal to 1. When
only the—z option is assigned, the numerator and the din
are both set to 1. If neitherp nor -z are assigned, data is
read from the standard input.

1 In this case the phase is not evaluated from the Iter impulse response, but from #remtie between the
numerator and denominator phases
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-m M order of polynomial denominator [L 1]
If the number of input data values is lefs+ 1, thenM is
set to the number of input data values. On the other hand,
There is no need to assign a valuesvtaf one doesn't want
the data to be analyzed is blocksMf+ 1 size.

-n N order of polynomial numerator [L 1]
Likewise the —m option, if the number of input data values
is less therN + 1, thenN is set to the number of input data
values 1. On the other hand, There is no need to assign a
values toN if one doesn't want the data to be analyzed is
blocks ofN + 1 size.

-u unwrapping [TRUE]

EXAMPLE

In the example below, the phase characteristic of a digital Iter with coents assigned
by the lesdata.p, data.zn oat format can be displayed by:

phase -p data.p -z data.z | fdrw | xgr

If the Iter de ned by data.p data.zis stable then the following command will give a
similar result:

impulse | dfs -p data.p -z data.z | phase | fdrw | xgr

SEE ALSO
speg 1, i1, 03

BUGS

If the sample interval between FFT points is large (the value assigned by the —I option
is small), or if the phase characteristic includes steep angles (i.e. zeros poks are
close to the unit circle in the domain), it might happen that the phase is not properly
drawn in continuous form.
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NAME
pitch — pitch extraction
SYNOPSIS
pitch [-aA][-sS][-pP][-TT][-tt][-L Lo][-H Hi][-0O][inle ]
DESCRIPTION
pitch extracts the pitch values from le (or standard input), sending the result to stan-
dard output. The RAPT2Z) and SWIPE' P5) algorithm are adopted for pitch extrac-
tion. They can be speci ed by —a option. The output format (pitch, FO or log(F0)) can
be speci ed by —o option.
Both input and output les are in oat format.
OPTIONS
—a A algorithm used for extraction of pitch [0]
A=0 RAPT
A=1 SWIPE'
-s S sampling frequency (kHz) [16.0]
—-p P frame shift [80]
—-T T voicedunvoiced threshold (used only for RAPT algorithm) [0.0]
-t t  voicedunvoiced threshold (used only for SWIPE' algorithm) [0.3]
—-L Lo minimum fundamental frequency to search for (Hz) [60.0]
—H Hi maximum fundamental frequency to search for (Hz) [240.0]
-0 O output format [0]
0=0 pitch
O=1 FO
O=2 log(FO)
EXAMPLE
In the example below, speech data in oat format is read fdata.fand the pitch data is
extracted via SWIPE' algorithm under the condition that sampling frequency is 16kHz,
the frame shift is 80 point, and the minimum and maximum fundamental frequency are
80 and 165 Hz, respectively. Then, the output is writteddta. pitch
pitch -a 1 -s 16 -p 80 -L 80 -H 165 data.f > data.pitch
SEE ALSO

EXCite
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NAME
poledf — all pole digital Iter for speech synthesis
SYNOPSIS
poledf [-mM][-pP][-11][-t][-k] ale [inle ]
DESCRIPTION
poledfderives an all pole standard form digital Iter from the linear prediction (LPC)
coe cientsK;a(l);:::;a(M) in ale and uses it to Iter an excitation sequence from
in le (or standard input) to synthesize speech data, sending the result to standard output.
Input and output data are in oat format.
The transfer functiomi(2) of an all pole standard form lter is
K
H =
@ = —5
1+ a(mz™
m=1
OPTIONS
—-m M order of coe cients [25]
—-p P frame period [100]
—i | interpolation period [1]
—t transpose lter [FALSE]
-k Itering without gain [FALSE]
EXAMPLE
In the example below, the excitation is generated from the pitch information read from
data.pitchin oat format. It is then passed through the standard form synthesis Iter
built from the linear prediction coecients le data.lpGg and the synthesized speech is
output todata.syn
excite < data.pitch | poledf data.lpc > data.syn
SEE ALSO
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NAME
psgr — XY-plotter simulator for EPSF
SYNOPSIS
psgr [—ttitle][-sS][-cCJ[xX][-yY][-pP][-r R][-b]
[-TT][-BB][-L L][-RR][-P][inle ]
DESCRIPTION
psgr converts FP5301 plotter commands framle (or standard input) to PostScript
(EPSF or PS), sending the result to standard output.
OPTIONS
-t title title of gure [NULL]
-s S shrink [1.0]
-c C number of copy [1]
X X X 0 set(mm) [O]
-y Y y 0 set (mm) [0]
-p P paper (Letter, AO, A1, A2, A3, A4, A5, BO, B1, B2, B3, B4[FALSE]
B5)
- landscape [FALSE]
-r R resolution (dpi) [600]
-b bold font mode [FALSE]
-T T top margin (mm) [0]
-B B bottom margin (mm) [0]
-L L left margin (mm) [0]
-R R right margin (mm) [0]
-P output Postscript code [FALSE]
EXAMPLE
This examplecommand creates the gure ldata. g and sends it to a printer.
fig data.fig | psgr | lpr
BUGS

It may happen that a part of the Y axis label is not properly output. This problem
can be solved by altering the margins.

When the size of the gure is modi ed, and included in gXTle, it may not be
displayed correctly. To solve this problem, please ys¢options for including
pictures and adjusting sizes.
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SEE ALSO
[q), FA, gy
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NAME
ramp — generate ramp sequence
SYNOPSIS
ramp [—-IL][-NnN][-sS][-eE][-tT]
DESCRIPTION
ramp generates ramp sequences of lerigtsending the result to standard output. The
output is as follows.
F;S+T;S+ 2'Ii'z:::;S+ (L 1)?’
L
Output format is in oat format. In the case the last value is assigned the generated
sequence is,
S+ T, S+ 2T, 001,
1 ) Z ) 1
F (35)=T F
If the —| , —e and —n options are used at the same time, only the last option is taken into
account.
OPTIONS
-l L length of ramp sequence [256]
If L O ramp values will be generated inde nitely.
—n N order of ramp sequence [L-1]
-s S startvalue [0]
—-e E endvalue [N/A]
-t T stepsize [1]
EXAMPLE
The command below outputs the following sequence:
y(n) = exp( n)
ramp | sopr -m -1 -E | dmp +f
SEE ALSO

impulse stey frain,
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NAME
raw2wav — raw to wav (RIFF)
SYNOPSIS
raw2wav [—-swab][-sS][-d D][-n][-N][ +type][inle ]
DESCRIPTION
raw2wavconverts le format from raw to wav.
OPTIONS
—swab change endian [FALSE]
-S S sampling frequency [16000]
—d D destination directory [N/A]
el normalization with the maximum value [FALSE]
if max >= 32767
—N normalization [FALSE]
+typel input data type [s]
+type2 output data type [s]
c char (1 byte) C unsigned char (1 byte)
s short (2 bytes) S  unsigned short (2 bytes)
i3 int (3 bytes) I3 unsigned int (3 bytes)
i int (4 bytes) I unsigned int (4 bytes)
| long (4 bytes) L  unsigned long (4 bytes)
le long long (8 bytes) LE unsigned long long (8 bytes)
f  oat (4 bytes) d double (8 bytes)
EXAMPLE
In the following command, the lele.raw, in raw format is converted to the wav format
le data.wavand saved to the same directory of the input le. Here, the —s option spec-
i es the sampling frequency of the input le. One can also specify aedent directory
for the output le by using the —d option.
raw2wav -s 8000 data.raw
SEE ALSO

EWat) minmax
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NAME
reverse — reverse the order of data in each block
SYNOPSIS
reverse [—IL][-n N][inle ]
DESCRIPTION
reversereverses the order of data withirlength blocks of input data frorm le (or
standard input), and sends the result to standard output. The default valuésftire
entire le. If L is given but the le length is not a multiple df, leftover values are
discarded as shown in the example below.
OPTIONS
—I L length of block [EOF]
—n N order of block [EOF-1]
EXAMPLE

Let's assume that the following data is read frdata.in le in oat format.

P:O; in; 2:?; F:O; {12'0; 5:}0; F:O; ZZ'O; 8:}0; 9:0
The command

reverse -I 3 data.in > data.out

will write the following output todata.out

F:O; EZ'O; 0:}0; '|5:0; fz'o; 3:}); F:O; ZiO; 6:?
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NAME

rmse — calculation of root mean squared error

SYNOPSIS

rmse [—IL] lel [inle ]

DESCRIPTION

rmsecalculates RMSE (Root Mean Square Error) of input data sequencegfitentor
standard input) andel, sending the results to standard output.

If two les are given, thelL-length time series

and

are read, and the RMSE of these two series are calculated and output. The RMSE is
given by: v
X1

RMSE = (x(m) yj(m)>=L

m=0

Input and output data are in oat format.

OPTIONS

—| L data length to calculate RMSE. [0]
If L = 0, RMSE of whole input data is output.

EXAMPLE

This example calculates the RMSE of input data tkga.flanddata.f2 and outputs its
maximum and minimum values:

rmse -l 26 data.fl data.f2 | minmax | dmp +f

SEE ALSO
histogran minmax
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NAME
root pol — calculate roots of a polynomial equation
SYNOPSIS
root.pol [-mM][-nN][-eE][-i][-s][—r][ inle ]
DESCRIPTION
root_pol nds root values of a polynomial equation fromle (or standard input), and
sends the result to standard output.
For a given input le, the coe cients
Ao, @1;: 1 8n
of ann-th order polynomial equation of the form:
P(X) = aoX"+aix" '+ +a, 1X+ an;
are rst read from the le and then the roots of the polynomial are calculated by the
Durand-Kerner-Aberth method.
If roots of P(x) arez, the result is sent to standard output in complex form as
Refz];  Im[z)]
Re[z];  Im[z]
Refz, 1]; Im[z, 4]
or polar form as
jj; - arglz]
jzj,  arglz]
jz. 1y argz, 1]
Both input and output data are in oat format.
OPTIONS
—-m M order of polynomial equation [32]
—n N maximum iteration to search roots [1000]
—e E error margin for root$ [10 4]
=i setag =1 [FALSE]
-S reverse order of coecients [FALSE]

—r output results in polar form [complex form]
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EXAMPLE

The following command calculates roots of the polynomial equation speci ed in the le
data.z The results are output in polar form:

root_pol -r < data.z | x2x +a 2
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NAME

sin — generate sinusoidal sequence

SYNOPSIS
sin [-IL][-pP][-m M]

DESCRIPTION

singenerates a discrete sin wave sequence of p&;itehgthL and magnitudév/ of the
form, !

.2
Xx(n)=M sin — n ;
(n) 5

and sends the result to standard output.
Both input and output data are in oat format.

OPTIONS
-l L length [256]
If L 0O, sin values will be generated inde nitely.
-p P period [10.0]
-m M magnitude [1.0]
EXAMPLE

In the following example, a sin wave sequence is parsed through a Blackman window
and the results are displayed the results on the screen:

sin -p 12.3 | window | fdrw | xgr

SEE ALSO
impulsSe step frain,
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NAME
smcep — mel-cepstral analysis using 2nd order all-pass/iifei(6)
SYNOPSIS
smcep [-aA][-tt][-TT][-ss][-mM][-L][-qQ]
[ 1][-J][-dD][-ee]l[-EE][-fF][inle ]
DESCRIPTION

smcepralculates the mel-cepstral coeients fromL-length framed windowed input data
frominle (or standard input), sending the result to standard output. The analysis uses a
second-order all-pass function raised to th2 frower 12 :

|
z2 2 coszl+ 2

1 2 coszl+ 2z2 7

1
1_ 2 :
1 z1

1
2

A9 =

z

Input and output data are in oat format.

In the mel-cepstral analysis using a 2nd-order all pass function, the speech spectrum is
modeled asn-th order cepstral coecientsc(m) as follows.

i .
H@=exp c(m)Bn(e")

m=0

where h i Al Ao i
Re B (e') = ") ; e’)

The Newton-Raphson method is applied to calculate the mel-cepstrater@s through
the minimization of the cost function.
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OPTIONS

—a A all-pass constant

-t 't emphasized frequency (rad)

-T T emphasized frequency (Hz)

-s s sampling frequency (kHz)

—-m M order of mel cepstrum

-I L; frame length

-L L, i tsize for making matrices

—q Q inputdata style

Q=0 windowed data sequence
Q=1 20 logjf(w)j

Q=2 Injf(w)
Q=3 jf(w)
Q=4 jf(w)?

Usually, the options below do not need to be assigned.
—i | minimum iteration of Newton-Raphson method
- J maximum iteration of Newton-Raphson method
—d D end condition of Newton-Raphson
—e e small value added to periodogram
—E E oorindb calculated per frame
—f F  mimimum value of the determinant of the normal matrix

EXAMPLE
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[0.35]
[0]

[0]
[10]
[25]
[256]
[1024]

[0]

[2]

[30]

[0.001]

[0]

[N/A]
[0.000001]

In the example below, speech data is read in oat format fiea.f analyzed, and

resulting mel-cepstral coecients are written talata.mcep

frame < data.f | window | smcep > data.mcep

SEE ALSO
el geep mcep macep MISadf
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NAME

snr — evaluate SNR and segmental SNR
SYNOPSIS

snr [-IL][-00] lel [inle ]
DESCRIPTION

srncalculates the SNR (Signal to Noise Ratio) and the SiBegmental SNR) between
correspondind.-length frames oflel andin le (or standard input), sending the result
to standard output. The output format is speci ed by the —o option.

The SNR and SNRyare calculated through the following equations.

X
fx(n)g
SNR= 10 log¥——— [dB]
fe(n)df
1 X
SNRyeg= N SNR [dB]
=1
where
e(n) = x1(n)  X(n)

The number of frames is representedMyy For signals with small amplitudes, such as
consonant sounds, the segmental SNR represents a better subjective measure than the
SNR.
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OPTIONS

- L frame length [256]
—0 O output data format [0]

SNR and SNRseg
1 SNR and SNRseqg in detalil
2 SNR
3 SNRseg
if 0 or 1 are assigned
the output data is written in ASCII format.
if 2 or 3 are assigned
the output data is written in oat format

o

EXAMPLE

The following command reads the input lefata.flanddata.f2 evaluates the SNR and
segmental SNR, and sends the results to the standard output:

snr data.fl data.f2

SEE ALSO
histogram averagermse
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NAME
sopr — execute scalar operations
SYNOPSIS
sopr [-aA][-sS][-m M][—-d D][-f F] [-c C] [ -magic magic]
[-MAGIC MAGIC][-ABS][-INV][-P][-R][-SQRT][-LN]
[-LOG2][-LOG10][-EXP][-POW2][-POW10 ] [-FIX][-UNIT]
[-CLIP][-SIN][-COS][-TAN][-ATAN][-rm n][-wmn][inle ]
DESCRIPTION
soprperforms a sequence of scalar operations on oat data finden (or standard input),
sending the oat output data to standard output.
The sequence of operations is speci ed by command line options and is performed in
the given order.
OPTIONS
-a A additiony = x+ A [FALSE]
-S S subtractiory = x S [FALSE]
—-m M multiplicationy = x M [FALSE]
—d D divisiony = x=D [FALSE]
—f F ooringy=Fif x<F [FALSE]
—C C ceilingy=Cif x>C [FALSE]
—magic  magic  remove magic number [FALSE]
—MAGIC MAGIC replace magic number iMAGIC [FALSE]

if -magic option is not given, return error.
if -magic or -MAGIC option is given multiple
times, also return error.

If the argument of the above operation option givend8”, “cent or “octaveé then

the values 26log, 10, 120&log, 2 or 1=log, 2 are assigned, respectively. Likewise, if
“pi” is written after the operation option, then its value will be used. Expression such as
“In2”, “expl0, “ sqrt30° can also be used as arguments.

—-ABS absolutey = jxj [FALSE]
—INV inversey = 1=x [FALSE]
—P squarey = x [FALSE]
-R square rooy = p7< [FALSE]
—-SQRT square rooy = = X [FALSE]
-LN logarithmy = log x [FALSE]
-LOG2 logarithmy = log, x [FALSE]

-LOG10 logarithmy = log,, x [FALSE]
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—-EXP exponentialy = expx [FALSE]
—POW?2 power of 2y = 2% [FALSE]
-POW10 power of 10y = 10* [FALSE]
—FIX round nt)x [FALSE]
—UNIT unit stepu(x) [FALSE]
—CLIP clipping x  u(x) [FALSE]
—SIN siny = sin(x) [FALSE]
-COSs cosy = cos) [FALSE]
—TAN tany = tan(x) [FALSE]
—ATAN atany = atan§) [FALSE]
—r mn read from memory registerm(n = 0::9)

-w mn write from memory register m(n = 0::9)

EXAMPLE

In the following example, a ramp function;(@ 2; : : ?) is multiplied by 2 (02;4; :::) and
then 1 is added (B;5;::):

ramp | sopr -m 2 -a 1 | dmp +f

The output le data.avrgcontains the mean taken from data in ldata.flanddata.f2
read in oat format:

vopr -a data.fl data.f2 | sopr -d 2 > data.avrg

In the following examples, data is read in oat format fratata.f and the results in dB
are written to the output le:

sopr data.f -LN -m dB | dmp +f
sopr data.f -LOG10 -m 20 | dmp +f
In the following, the results in cent are written to the output le:
sopr data.f -LN -m cent | dmp +f
sopr data.f -LOG2 -m 1200 | dmp +f

The following example replace the number 0 by 1.0. While the -Magic option is not
given, skip any operations at the magic number.

sopr data.f -magic 0 -m 4.0 -INV -MAGIC 1.0 | dmp +f

If we want to evaluate the following equation,
y = (1+ 3x+ 4x3)H1+ 2x + 5x°)

then memory registers can be used as follows.
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sopr dataf -w mO-m5-a2-mm0O-al-wml)\
-rmO-m4-a3-mmO-al-dml]|dmp +f

In the example above, m0 and m1 are memory registers. Registers from m0O to m9 can
be used. The —w option is used to write into a memory register, while the —r option is
used to read from a register.

SEE ALSO
VO, St
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NAME

spec — transform real sequence to log spectrum

SYNOPSIS

spec [-IL][-m M][-nN][-zzle][-pple]
[-ee][-EE][-0O][inle ]

DESCRIPTION
speccomputes the log spectrum magnitude of framed windowed input dataiifréen
(or standard input), and sends the result to standard output.

Alternatively, given the poles (—p le option) and zeroes (-zle option) of a digital
Iter, speccomputes the frequency response of that lter.

The output format is speci ed by the —y option.
If the input sequence is given by

and the FFT algorithm is used to evaluate

Xk:X(ej!) | = 2K
L
X1 _
= xme'™  _,x:  k=0L:iL 1
m=0 T L

then if the—y option is applied, the output will be

Yk = 20 log,g JXui; k=0;1;:::;L=2
The output data corresponds to angular frequencies varying from.Onput and output
data are in oat format.

If the —p and—z options are assigned then the phase of the corresponding lter related to
the assigned coecients is calculate@l

OPTIONS
-1 L FFT window length [256]
L must be power of 2
-m M order of MA part [0]

In the case where the number of input data values is less then
M + 1, thenM is made equal to the number of input data
values 1. You don't need to assign a value kb in case
there is no need to for the data to be analyzed in blocks of
sizeM + 1.

2 In this case the phase is not evaluated from the Iter impulse response, the phase is evaluated frogréneeli
between the numerator and denominator phases
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-n N order of AR part [0]
Similarly to the —m option, in the case where the number of
input data values is less théh+ 1, thenN is made equal to
the number of input data valued.. You don't need to assign
a value toN in case there is no need to for the data to be
analyzed in blocks of sizH + 1.

-z zfile MAcoe cients lename [NULL]
The z le should contain the following structure in oat for-
mat:
b(0); b(1); : : :;b(N)
—-p pfile AR coe cients lename [NULL]
Thep le should contain the following structure in oat for-
mat:
K;a(1);:::;a(M)
-e e small value for calculating log() [0.0]
-E E oor in db calculated per frame [N/A]
-0 O output format [0]
O=0 20 logjXqj k=0;1;:::;L=2
Oo=1 INjXyj k=0;1;:::;L=2
0=2 X k=0;1;:::;L=2
0=3 jXj? k=0;1;:::;L=2

The contents op le andz le should be in a similar form to that used in ttifscommand.
When only the—p option is assigned, the denominator is set to 1. When only-the
option is assigned, the numerator and the d&iare set to 1. If neitherp nor—z are
assigned, data is read from the standard input.

EXAMPLE

In the example below, a pulse train excitation is passed through digital lter and Black-
man window. The log spectrum magnitude is, thus, evaluated and plotted on the screen:

train -p 50 | dfs -a 1 0.9 | window | spec | fdrw | xgr

This example evaluates the frequency response of a digital Iter with camnts speci-
ed in data.p and data.m oat format:

spec -p data.p -z data.z | fdrw | xgr
A similar result can be obtained with the following command, for a stable lIter:

impulse | dfs -p data.p -z data.z | spec | fdrw | xgr
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SEE ALSO
phaseLd, Lir, 6fs
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NAME
step — generate step sequence
SYNOPSIS
step [-IL][-nN][-v V]
DESCRIPTION
stepgenerates a step sequence of lerigthending the result to standard output.
The output is in oat format, as follows.
ViViY, o
Py
L
OPTIONS
-1 L length [256]
In the case wherk 0, step values will be generated inde nitely.
-n N order [255]
-v V stepvalue [1.0]
EXAMPLE
In the following example, the unit step sequence is passed through a digital Iter and
sent to the standard output:
step | dfs -a 1 -0.8 | dmp +f
SEE ALSO

MpUISe AN, ramp S0
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NAME
swab — swap bytes
SYNOPSIS
swab [-SS;][-sS:][-EEi1][-eE:][ +type][inle ]
DESCRIPTION
swabchanges the byte order (from big-endian to little-endian or vice versa) of the input
data fromin le (or standard input), and sends the result to standard output.
The range of input data that is changed can be restricted with the —S, —E or —s, —e options.
The+typeoption speci es the input and output data formats.
OPTIONS
-S S; startaddress [0]
-s S, starto set number [0]
—E E; endaddress [EOF]
—e E, endo set number [0]
+type Input and output data format [s]
s short (2 bytes) S  unsigned short (2 bytes)
i3 int (3 bytes) I3 unsigned int (3 bytes)
i int (4 bytes) I unsigned int (4 bytes)
| long (4 bytes) L  unsigned long (4 bytes)
le long long (8 bytes) LE unsigned long long (8 bytes)
f  oat (4 bytes) d double (8 bytes)
EXAMPLE

In the example below, the byte order of the thata.fin oat format is changed and
written todata.swab

swab +f data.f > data.swab
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NAME
symmetrize — symmetrize the sequence of data
SYNOPSIS
symmetrize [-IL][-o00][inle ]
DESCRIPTION
symmetrizeymmetrizes the sequencelef-length of input data frorm le (or standard
input) and sends the result to standard output. The valuenuist be even number. The
output format is speci ed by the -o option. If the le length is not a multiplels®2,
leftover values are discarded as shown in the example below.
Input sequencex(0); x(1); :::; x(L=2 1)
OPTIONS
-l L frame length [256]
—0 0 output format [0]
0=0 x0); x(1); :::; x(L=2 1); x(L=2 2); :::; x(2); x(1)
0=1 x(L=2 1); x(L=2 2); :::; x(1); x(0); x(1); :::;x(L=2 1)
0=2 Xx(L=2 1)=2; x(L=2 2); :::; x(1); x(0); x(Q); :::;x(L= 1)=2
EXAMPLE

Let's assume that the following data is read frdata.in le in oat format.
P:O; 1:?2 2:0; 3:P; 4:0
The command
symmetrize -| 8 -0 1 data.in > data.out
will write the following output todata.out

?:O; 2:.0; 1.0, ?ZO; 1:0; 2.0, B:f)
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NAME

train — generate pulse sequence

SYNOPSIS
train [l L][-pP]

DESCRIPTION

train generates a normalized pulse train sequence or a sequence with valuasd
sends the result to standard output. Output data is in oat format.

OPTIONS

—-I L sequence length [256]
—-p P frame periodP 1.0) [0.0]
if P = 0:0 a sequence with valued is generated.
—-n N type of normalization [1]
If x(n) is the impulse sequence, then:

0 no-normalization
X1

1 normalizationas x?(n) = 1
n=0
X1

2 normalizationas x(n) =1
n=0

EXAMPLE

The following example displays the spectrum of the signal obtained from passing a train
pulse sequence through a digital lter:

train | dfs -b 1 0.9 | window | spec | fdrw | xgr

SEE ALSO
impulse Sin, Step ramip
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NAME

transpose — transpose a matrix

SYNOPSIS

transpose [-mm][-nn][inle ]

DESCRIPTION

transposeassumes the input data fromnle (or standard input) asx  n matrix and
transposes the matrix to  m matrix. Then, sends the result to standard output. You
have to de ne the number of rows and columns and if the le length is not a multiple of
m n, leftover values are discarded as shown in the example below.

Input sequence

X(0; 0) ; x(0; 1) pooil x(O;n 1) ,
X0  ;  x1) ;oo x(Ln o 1)
x(m 1;,0) ; x(m 1;1) ; ; X(m 1L,n 1)
Output sequence
x©0,00 . x10 , x(m L0
x0,1) ; xx1) ;o oy xm L1,
x©O;n 1) ; x(Ln 1) ; ; x(m L,n 1)
OPTIONS
—-m m number of rows [N/A]
—-n n number of columns [N/A]
EXAMPLE

Let's assume that the following data is read frdata.in le in oat format.
P:O; EZ'O; 2:}0; ]3:0; fz'o; 5:}0; 6:0
The command
transpose -m 2 -n 3 data.in > data.out

will write the following output todata.out

PR3P 1440 PSP
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NAME
uels — unbiased estimation of log spectrini)
SYNOPSIS
uels [-mM][-L][-qQ][-iI][-J][-dD][-ee][-EE][inle ]
DESCRIPTION
uelsuses the unbiased estimation of log spectrum method to calculate cepstral coe
cientsc(m) from L-length framed windowed input data from in le (or standard input),
sending the result to standard output.
Input and output data are in oat format.
Until the proposition of the unbiased estimation of log spectrum method, the conven-
tional methods had two main problems. The importance of smoothing the log spectrum
was not clear and it could not be guaranteed that the bias of the estimated value would
be su ciently small.
The evaluation procedure to obtain the unbiased estimation log spectrum values is similar
to other improved methods to calculate cepstral ccents. The main dierence is that
in UELS method a non-linear smoothing is used to guarantee that the estimation will be
unbiased.
OPTIONS
—-m M order of cepstrum [25]
-l L frame length [256]
—q Q inputdata style [0]
Q=0 windowed data sequence
Q=1 20 logjf(w)j
Q=2 Injf(w)
Q=3 jf(w)]
Q=4 jf(w)y
Usually, the options below do not need to be assigned.
=i | minimum iteration [2]
- J maximum iteration [30]
—d D end condition [0.001]
—e e small value added to periodogram [0.0]
—-E E oorindb calculated per frame [N/A]
EXAMPLE

The example below reads data in oat format, evaluates 15-th order log spectrum through
UELS method, and sends spectrum caeents todata.cep
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frame < data.f | window | uels -m 15 > data.cep

SEE ALSO
gcep meep mocep Madf
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NAME
ulaw — -law compresslecompress
SYNOPSIS
ulaw [-vV][-uU][-c][-d][inle ]
DESCRIPTION
ulaw converts data between 8-bilaw and 16-bit linear formats. The input dataisin le
(or standard input), and the output is sent to standard output.
If the input isx(n), the output ig/(n), the largest value of input dataVs the compression
coe cients vector i$J, then the compression will be performed using made through the
following equation. o
log(1+ U X00)
= V—m 0 ———— ~
V() = SgimV— =
Likewise, the decompression can be performed by applying the following:
(1L+ U= 1
V() = sgr(m)V-——"5
OPTIONS
—-v 'V maximum value of input [32768]
—u U compression ratio [256]
—C coder mode [TRUE]
—d decoder mode [FALSE]
EXAMPLE

In the following, 16-bit data read fromata.sis compressed to 8-bit ulaw format, and
output todata.ulaw

x2x +sf data.s | ulaw | sopr -d 256 | x2x +fc -r > data.ulaw
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NAME

us — up-sampling

SYNOPSIS
us [-sS][-cle ][-uU][-dD][inle ]

DESCRIPTION

usup-samples data from le (or standard input), sending the result to standard output.
The format of input and output data is oat. The following Iter coeients can be used.

S =23F $SPTKsharéSPTK/Ipfcoef.2to3f
S=23S $SPTKsharéSPTK/Ipfcoef.2to3s
S=34  $SPTKsharéSPTKlpfcoef.3to4
S=45 $SPTKsharéSPTK/pfcoef.4to5
S=57 $SPTKsharéSPTKI/pfcoef.5t07
S=58 $SPTHKsharéSPTK/Ipfcoef.5t08
($SPTK is the directory where toolkit was installed.)

The ratio between up-sampling and down-sampling can be modi ed by-urend—d
options respectively. If you want to specify Iter coeients,—cshould also be speci ed.

Filter coe cients are in ASCII format.

For up-sampling from 10 or 12 to 16kHz, theT6command can be used. For/dpwn-
sampling between 8, 10, 12 or and 11.025, 22.05 or 44.1 kHnSixdcommand can be
used. Th@scommand may also be used for down-sampling.

OPTIONS
—-s S conversion type [58]

S =23F up-sampling by 2 :
S =23S up-sampling by 2 :
S=34 up-sampling by 3:
S=45 up-sampling by 4 :
S=57 up-sampling by 5 :
S=58 up-sampling by 5:

—Cc le lename of low pass Iter coe cients [Default]

—-u U  up-sampling ratio [N/A]

—-d D down-sampling ratio [N/A]

o~NOUThA WW

EXAMPLE

In this example, the speech data in the inputdi&ta.16 which was sampled at 16 kHz
in short int format, is converted to an 44.1 kHz sampling rate:
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x2x +sf data.16 | us -s 23F | us -s 23S | us -s 57 | \
us -c /usr/local/SPTK/lib/Ipfcoef.5t07 -u 7 -d 8 | \
x2x +fs > data.44

44100 3 3 7 7 100

Note: T6000- 2 2 5 8 100

SEE ALSO
0, OScd UST6
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NAME
usl6é — up-sampling from 10 or 12 kHz to 16 kHz

SYNOPSIS

uslé [-sS][inle ][ outle ]
uslé [-sS]inlel :::[inleN ] outdir

DESCRIPTION

usl6upsamples data from 10 kHz or 12 kHz to 16 kHz. If the arguments and
out le are not given, standard input and standard output are used. If several input les
are given, the last argument is considered as a directory name and multiple output les
are created in that directory, with names similar to the input le names but with le
extensions changed to “.16".

OPTIONS

—s S input sampling frequency 10—12 kHz [10]

EXAMPLE

In the example below, speech data sampled at 10 kHz is readdatenlQ upsampled
to 16 kHz, and the results are written to data.16:

usl6 -s 10 < data.10 > data.1l6

SEE ALSO
ds, us OScd
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NAME
uscd — updown-sampling from 8, 10, 12, or 16 kHz to 11.025, 22.05, or 44.1 kHz

SYNOPSIS

uscd [-sS §[inle ][ outle ]
uscd [-sS §Jinlel :::[inleN ] outdir

DESCRIPTION

uscdconverts the sample rate from one of 8, 10, 12, or 16 kHz to one of 11.025, 22.04,
or 44.1 kHz. Ifin le andout le arguments are not given, standard input and output are
used. If the last argument given names a directory, each of the preceding argument les
is re-sampled. The results are stored in multiple les in that directory, with base names
the same as the input le base names, but with extensions indicating the new sample rate.

OPTIONS

—s S1 input sampling frequency (one of 8, 10, 12 or 16) [10]

—-S S2 output sampling frequency (one of 11.025, 22.05, or 44.1) [11.025]
S2 can be abbreviated as 11, 22, or 44.
If the last command line argument is a directory name, thexsu
for the output les is either “.11”, “.22", or “.44.

EXAMPLE

In the example below, speech data sampled at 16 kHz is readdatenl6 upsampled
to 22.05 kHz, and the results are written to data.22:

uscd -s 16 22.05 < data.16 > data.22

SEE ALSO
ds, os, USTH
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NAME
Vopr — execute vector operations
SYNOPSIS
vopr [ L][-nN][-i][-a][-s][-m][-d][-ATAN2][-AM][-GM]
[-gt][-ge][-It][-le][-eq][-ne][ lel J[inle ]
DESCRIPTION

This command performs vector operations in input les. In other words

lel rst vector le (if it is not assigned then stdin)

inle second vector le (if it is not assigned then stdin)

the rst le gives the operation vectora and the second le gives the operation vectors

b. The assigned operation is undertaken and the results are sent to the standard output.
Input and output data are in oat format.

The undertaken action depends on the number of assigned les as well as the vector
lengths as exempli ed in the following.

If two les are assigned (when only one le is assigned, it is assumed that it corresponds
toin le) then, depending on the vector sizes, the following actions are taken.

whenL =1
lel (stdin) |&|a|...[&]...
inle b [b|...[b]...
Output(stdout) | y2 [ y2 | ... [yi | ...
One data from one le corresponds to one data on the other le.
whenL 2
lel (Stdln) ’ ai,. .- AL ‘ ag1,. - - QoL ‘ asi,. - - Q3L ‘ a1, - -
inle b]_,. .. ,b|_

Output(stdout) | Vi1, - Ya | Yo, - Yo | Ya1,-- - Yau | Vai,- -
In this case, the operation vector is read only once fioie , and the opera-
tions are recursively performed.

When the information related @andb is contained in a single le, (if only one le is
assigned, or if no le assignment is made), the —i option should be used and the action
does not depend on the vector length.

whenL 1
le (Stdln) ’ i, .- AL ‘ bll;- . b1|_ ‘ ay1,. . . QoL ‘ b21,. .. ,b2|_ ‘

Output(stdou) yuu -y —

Input vectors are read from a single le.
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OPTIONS

- L length of vector [1]

-n N order of vector [L-1]

=i when a single le le is speci ed, the le contains a and[FALSE]

b.
-a additiony; = g + b [FALSE]
) subtractiory; = a by [FALSE]
-m multiplicationy, = a b [FALSE]
—d divisiony;, = a=b; [FALSE]
—ATAN2 atanzy; = atan 2b;; &) [FALSE]
-AM arithmetic meary, = (a + b)=2 [FALSE]
-GM geometric meay, = g by [FALSE]
—C choose smaller value [FALSE]
—f choose larger value [FALSE]
—gt decide “greater than” [FALSE]
—ge decide “greater than or equal” [FALSE]
—It decide “less than” [FALSE]
—le decide “less than or equal” [FALSE]
—eq decide “equal to” [FALSE]
-ne decide “not equal to” [FALSE]
EXAMPLE

The output le data.ccontains addition of vectors in oat format read fratata.aand
data.h

vopr -a data.a data.b > data.c

In the following example, a sin wave is passed through a window with length 256 and
coe cients given frondata.w

sin -p 30 -l 1000 | vopr data.w -1 256 -m | fdrw | xgr

Similar results as from the above example can be obtained using the following: Here, it
is considered that the contentsdzfta.wcorrespond to a Blackman window:

sin -p 30 -l 1000 | window | fdrw | xgr
For other examples, suppodata.acontains
1,2;3;4;5;6;7
in oat format anddata.bcontains
3;,2,1,0;5;6;7

in oat format. In the following example, smaller scalar values can be taken flata.a
anddata.h and the result is sent ttata.cin oat format.



196

VOPR Speech Signal Processing Toolkit

vopr -c data.b < data.a > data.c

The output ledata.ccontains
1,2;1;0;5;6; 7

When executing following command line,
vopr -ge data.b < data.a > data.c
the output ledata.ccontains:
0:0; 1:.0; 1:0; 1:0; 1.0; 1.0; 1.0
On the other hand, when executing following command line,
vopr -gt data.b < data.a > data.c
the output ledata.ccontains:
0:0; 0:0; 1:0; 1:0; 0:0; 0:0; 0:0
Moreover, when executing following command line,
vopr -eq data.b < data.a > data.c

the output ledata.ccontains:

0:0;1:0:0:0; 0:0; 1:0; 1:0; 1.0

SEE ALSO

SO0}, ESHim

VOPR
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NAME

vgq — vector quantization

SYNOPSIS
vg [-IL][-nN][—q] cble [inle]

DESCRIPTION

vquses vector quantization to compress vectors fioha (or standard input) according

to the codebookb le, sending either codebook indexes or quantized vectors to standard
output.

For each lengtlh input vector

vq nds the codebook vectot; that minimizes the Euclidean distance

1 X1
di=

L _ (x(m)  c(m)*:

0

Input data is in oat format. If the —q option is given, the output is the code vector
[ci(0);ci(1); ;c(L 1)]in oatformat. If the —q option is not given, the output is the
codebook indexin int format.

OPTIONS

—I L length of vector [26]

—-n N order of vector [L-1]

—q output quantized vector [FALSE]
EXAMPLE

In this example, a sequence of length 25 is read fdama.fin oat format. itis quantized
using codebookb le, and the results are written ttata.vq

vg -q cbfile < data.f > data.vq

SEE ALSO
iva,
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NAME

vstat — vector statistics calculation
SYNOPSIS

vstat [-IL][-n N]J[tT][-cC][-d][-0O][inle ]
DESCRIPTION

vstat calculates the mean and covariance of groups of vectors imden (or standard
input), sending the result to standard output.

For each group of input vectors of length., vstatcalculates the mean vector of length
L and theL L covariance matrix. In other words, if the input data is:

V4

Xl(l) """ X1(|5 Xo(1), 00, X2(|5 """ XN(l) """ XN(L{) el

then the output will be given by:

z

..... (Lg (11) " s (1'5 (Ll) R (LLS1
and the values of, can be obtained through the following:

R
=— X
N e
RS

N k=1

If the —d option is given, the length diagonal of the covariance matrix is outputted
instead of the entire L matrix.

XXO 0

If the —0 3 option is speci edystatalso calculates the con dence interval of the mean
via Student's t-distribution for each dimension, i.e. for each dimension, the con dence
interval can be estimated at the con dence levédo) satisfying the following condition:

iy m()
iy’

t(; ) , 1=1;2:00L

wheret(; ) isthe upper (100 )-th percentile of the t-distribution with degrees
of freedomm(i) is the population mean,(i)? is the unbiased variance. The con dence
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level can be speci ed by the —c option. The upper and lower bowfdsandl(i) can

be written as s
e iy’
u@)= @)+t(; L 1) =

S
~n2
=0 Loy O

The order of the output is as follows.

z W 1 ,.}'.L_,|(J)

If the —0 4 option is speci edystatoutputs the median of input vectors of lengdthf
the number of vectors is even numbestatoutputs the arithmetic mean of two vectors
of center.

Also, input and output data are in oat format.

OPTIONS
-l L length of vector [1]
—n N order of vector [L-1]
-t T number of vector [N/A]
-0 O output format [0]
O=0 mean & covariance
O=1 mean
O =2 covariance
O =3 mean & uppef lower bound of con dence interval
via Student's t-distribution
O=4 median
—c C condence level of con dence interval (%) [95.00]
—d diagonal covariance [FALSE]
=i output inverse covariance instead of covariance [FALSE]
—r output correlation instead of covariance [FALSE]
EXAMPLE

The output ledata.statcontains the mean and covariance matrix taken from the whole
data indata.fread in oat format.

vstat data.f > data.stat

In the example below, the mean of 15-th order cognts vector is taken for every group
of 3 frames and sent twata.av
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vstat -l 15 -t 3 -0 1 data.f > data.av

The output le data.statcontains the mean and uppdower bound of the con dence
interval (90%) calculated via Student's t-distribution.

vstat -C 90.0 -0 3 data.f > data.stat

SEE ALSO
pveragewstm
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NAME

vsum — summation of vector

SYNOPSIS
vsum [—IL][-nN][inle ]

DESCRIPTION

vsumcalculates the vector sum of groupsifinput vectors of length. frominle (or
standard input), sending the result to standard output. That is, if the input data is given
by

z

al(l) """ al(l-{) (1)1, az(l-{)"::;aN(l) """ aN(L{)

then the output is

,wheres(n) can be written as

M= a(n)

k=1

Input and output data are in oat format.

OPTIONS

—| L order of vector [1]
—n N number of vector [EOD]

EXAMPLE

The output le data.suncontains the summation of the whole data in data.fread in
oat format:

vsum data.f > data.sum
In this example, the norm of 10-th order vectors are evaluated and writtataan
sopr data.f -P | vsum -n 10 | sopr -R > data.n

In the next example, 15-th order coeients vectors are read frodata.f the average for
every 3 frames is evaluated, and outputi&da.av

vsum -l 15 -n 3 data.f | sopr -d 3 > data.av



202 VSUM Speech Signal Processing Toolkit VSUM

SEE ALSO
Sopr
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NAME
wav2raw — wav (RIFF) to raw
SYNOPSIS
wav2raw [—-swab][-dD][-n][-N][-L][-R][ +type][inle ]
DESCRIPTION
wav2rawconverts le format from wav to raw.
OPTIONS
—swab change endian [FALSE]
—d D destination directory [N/A]
-n normalization with the maximum value [FALSE]
according to bisample of the wav le
if max >= 255 (8bit), 32767 (16bit),
8388067 (24bit) or 2147483647 (32bit)
-N normalization with the maximum value [FALSE]
-L L convert left sound from stereo wav le [FALSE]
-R R convert right sound from stereo wav le [FALSE]
+type output data type [f]
c char (1 byte) C unsigned char (1 byte)
s short (2 bytes) S unsigned short (2 bytes)
i3 int (3 bytes) I3 unsigned int (3 bytes)
i int (4 bytes) | unsigned int (4 bytes)
| long (4 bytes) L unsigned long (4 bytes)
f  oat (4 bytes) d double (8 bytes)
a ascii
EXAMPLE
In the following example, the lelata.waws converted t@ata.rawand normalized with
the maximum value. The output will be saved in the same directodatswavunless
the-d option is given:
wav2raw -N data.wav
SEE ALSO

raw/way swab
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NAME
window — data windowing
SYNOPSIS
window [—IL;][-L LJ[-n N]J[-wW][inle ]
DESCRIPTION
windowmultiplies, on an element-by-element basis, lerigiput vectors fromn le (or
standard input) by a speci ed windowing function, sending the result to standard output.
For the input data
X(0); x(1);::5;x(Ly 1)
and the windowing function
w(0); w(l);:::;w(Ly 1)
the output is calculated as follows:
X(0) w(0); x(1) w(l); :::;x(Ly 1) w(L; 1)
If L, is greater thel;, then Os are added to the output as follows.
f<(0) w(0); x(1) w(1); :::'{%((Ll 1) w(Ly 1);0;:::;}0
Lo
Input and output data are in oat format.
OPTIONS
-I Ly frame length of inputl{ 2048) [256]
-L L, frame length of output [L1]
-n N type of normalization [1]
0 no normalization
X1
1 normalizationas wA(n) =1
n=0
X1
2 normalizationas w(n)=1
n=0
-w W type of window [0]
0 Blackman
1 Hamming
2 Hanning
3 Bartlett
4 trapezoid
5 rectangular
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EXAMPLE

This example prints in the screen a sin wave function with period 20 after windowing it
with a Blackman window:

sin -p 20 | window | fdrw | xgr

This example passes the excitation generated through a train pulse by a digital lter,
applies a Blackman windowing function to it, evaluates the log magnitude spectrum
through 512 points FFT, and plots the results on the screen:

train -p 50 | dfs -a 1 0.9 | window -l 50 -L 512 |\
spec -l 512 | fdrw | xgr
SEE ALSO
LM, sper
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NAME
x2X — data type transformation
SYNOPSIS
x2x [ +typel] [ +type ][ Yoformat][ +aN][—r]
DESCRIPTION
x2xconverts data from standard input to a elient data type, sending the result to stan-
dard output.
The input and output data type are speci ed by command line options as described below.
OPTIONS
+typel input data type [f]
+type2 output data type [typel]
both optionstypel;type2 can be assigned. one of the
options below.
c char (1 byte) C unsigned char (1 byte)
s  short (2 bytes) S  unsigned short (2 bytes)
i3 int (3 bytes) I3 unsigned int (3 bytes)
i int (4 bytes) I unsigned int (4 bytes)
I long (4 bytes) L  unsigned long (4 bytes)
le long long (8 bytes) LE unsigned long long (8 bytes
f oat (4 bytes) d double (8 bytes)
de long double (12 bytes) a ASCIl
aN ASCII specifying the column numbér
data type is converted from(type) to ty(type). if t; is
not assigned then no operation is performed, and the output
le is equal to the input le.
—r specify rounding o when a real number is substituted fofFALSE]
an integer
-0 clip by minimum and maximum of output data type if inputFALSE]
data is over the range of output data type. if the -o option
is not given, when the data type lengths areedent, the
process will be aborted.
+a%format specify output format similar to 'printf()’, only itype2 is [%q]
ASCII.
EXAMPLE

The following example converts data in ASCII format read frdata.asanto oat for-
mat, and writes the output ttata.f
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x2x +af < data.asc > data.f

This example reads data in oat format frodata.f converts it to ASCII format, and
sends the output to the screen:

x2x +fa < data.f
For example, if the contents data.fin oat format are
1,2;3;4;5;6;7

then the following output is printed to the screen.

~No oabk~WN

If for the same data in the example above, the number of columns is assigned:
x2x +fa3 < data.f

the output will be:

1 2 3
4 5 6
7

The output uses the printf command %e format:
x2x +fa%9.4e < data.f

In this example the total number of characters for each number is 11, and the number of
decimal points assigned to 4.

1.0000e+000
2.0000e+000

7.0000e+000

SEE ALSO
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NAME
xgr — XY-plotter simulator for X-window system
SYNOPSIS
xgr [-SsS][-l][-rv][-m][-bg BG][-hl HL ][-bd BD ]
[-msMS][-gG][-dD][-tT][inle ]
DESCRIPTION
xgr plots a graph from a sequence of FP5301 plotter commands, displaying the output
on the screen in a new X window.
When the X window is created, the keyboard focus is initially assigned to that new
window, which responds to a limited set of user interactions:
Changing the window size truncates or expands the area in which the graph is
displayed, but the graph remains the same size (i.e. it is not rescaled to t the new
window size).
If the graph is larger than the window, the position within the window can be
changed with “vi” cursor movement commands:
h: left scroll
j: down scroll
k: up scroll
l: right scroll
To delete the window, type one of the following: “q”,“Ctrl-c”,“Ctrl-d”
OPTIONS
-s S shrink [3.38667]
- landscape [FALSE]
—rv reverse mode [FALSE]
—m monochrome display mode [FALSE]
—-bg BG background color [white]
—hl HL highlight color [blue]
—-bd BD border color [blue]
-ms MS mouse color [red]
-9 G geometry [NULL]
—-d D display [NULL]
—t T window title [xar]
EXAMPLE

The following example usesini to draw a graph based on data read frdata.f and
sends the output to a X-Window environment:
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fdrw < data.f | xgr

BUGS
If the display server does not contain backing store function, then the hidden part
of virtual screen is erased.

To reduce the waiting time to display graphs, an image of virtual screen is copied
to the memory. If the size assigned by the —g option is too small or if during the
time the graph is being plotted another window is put above the virtual screen, a
part of the virtual screen needs to be erased. The —s option is suggested whenever
the size of the virtual screen should be reduced.

SEE ALSO
[,
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NAME

ZCrossS — Zero Cross

SYNOPSIS

zcross [—L][-n][inle ]

DESCRIPTION

zcrossdetermines the number of zero crossings within each lelbgtput vector, send-
ing the result to standard output as one oat number for each input vector.

Input and output data are in oat format.

OPTIONS
- L frame length [256]
if L 0 then no data output.
-n normalized by frame length [FALSE]
EXAMPLE

Data in oat format is read frondata.f a zero crossing rate is computed, and the results
are written todata.zc

zcross < data.f > data.zc

SEE ALSO
frame, sper
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NAME

zerodf — all zero digital Iter for speech synthesis

SYNOPSIS
zerodf [-mM][—pP]J[-i1][-t][-k] ble [inle ]

DESCRIPTION
zerodfderives a standard-form FIR (all-zero) digital Iter from the cogents
standard input) to synthesize speech data, sending the result to standard output.

Input and output data are in oat format.
The transfer functioid(2) of an FIR lter in standard form is

hal
Hz= b(mz™
m=0
OPTIONS
—-m M order of coe cients [25]
-p P frame period [100]
—i | interpolation period [1]
—t transpose lter [FALSE]
-k Itering without gain [FALSE]
EXAMPLE

In the following example, Excitation is generated from pitch information read in oat
format fromdata.pitch It is then passed through a FIR lter with coeients read from
data.h and the synthesized speech is writtel&ba.syn

excite < data.pitch | zerodf data.b > data.syn

SEE ALSO
poledy, [mad
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Block diagram of SPTK commands

Mitch Bradley kindly provided us the following diagram to help users understand and remember
the relationships between the SPTK commands and data representations.

circles are data types or names in green ﬂ rectangles are digital filters
that use the corresponding coefficients

O coefficient vector types are programs
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	acep --- adaptive cepstral analysis
	acorr --- obtain autocorrelation sequence
	agcep --- adaptive generalized cepstral analysis
	amcep --- adaptive mel-cepstral analysis
	average --- calculate mean for each block
	b2mc --- transform MLSA digital filter coefficients to mel-cepstrum
	bcp --- block copy
	bcut --- binary file cut
	bell --- ring a bell
	c2acr --- transform cepstrum to autocorrelation
	c2ir --- cepstrum to minimum phase impulse response
	c2sp --- transform cepstrum to spectrum
	cdist --- calculation of cepstral distance
	clip --- data clipping
	da --- play 16-bit linear PCM data
	dct --- DCT-II
	decimate --- decimation (data skipping)
	delay --- delay sequence
	delta --- delta calculation
	df2 --- second order standard form digital filter
	dfs --- digital filter in standard form
	dmp --- binary file dump
	dtw --- dynamic time warping
	ds --- down-sampling
	echo2 --- echo arguments to the standard error
	excite --- generate excitation
	extract --- extract vector
	fd --- file dump
	fdrw --- draw a graph
	fft --- FFT for complex sequence
	fft2 --- 2-dimensional FFT for complex sequence
	fftcep --- FFT cepstral analysis
	fftr --- FFT for real sequence
	fftr2 --- 2-dimensional FFT for real sequence
	fig --- plot a graph
	frame --- extract frame from data sequence
	freqt --- frequency transformation
	gc2gc --- generalized cepstral transformation
	gcep --- generalized cepstral analysis
	glogsp --- draw a log spectrum graph
	glsadf --- GLSA digital filter for speech synthesis
	gmm --- GMM parameter estimation
	gmmp --- calculation of GMM log-probability
	gnorm --- gain normalization
	grlogsp --- draw a running log spectrum graph
	grpdelay --- group delay of digital filter
	gseries --- draw a discrete series
	gwave --- draw a waveform
	histogram --- histogram
	idct --- Inverse DCT-II
	ifft --- inverse FFT for complex sequence
	ifft2 --- 2-dimensional inverse FFT for complex sequence
	ifftr --- inverse FFT for real sequence
	ignorm --- inverse gain normalization
	impulse --- generate impulse sequence
	imsvq --- decoder of multi stage vector quantization
	interpolate --- interpolation of data sequence
	ivq --- decoder of vector quantization
	lbg --- LBG algorithm for vector quantizer design
	levdur --- solve an autocorrelation normal equation using Levinson-Durbin method
	linear_intpl --- linear interpolation of data
	lmadf --- LMA digital filter for speech synthesis
	lpc --- LPC analysis using Levinson-Durbin method
	lpc2c --- transform LPC to cepstrum
	lpc2lsp --- transform LPC to LSP
	lpc2par --- transform LPC to PARCOR
	lsp2lpc --- transform LSP to LPC
	lspcheck --- check stability and rearrange LSP
	lspdf --- LSP speech synthesis digital filter
	ltcdf --- all-pole lattice digital filter for speech synthesis
	mc2b --- transform mel-cepstrum to MLSA digital filter coefficients
	mcep --- mel cepstral analysis
	merge --- data merge
	mfcc --- mel-frequency cepstral analysis
	mgc2mgc --- frequency and generalized cepstral transformation
	mgc2mgclsp --- transform MGC to MGC-LSP
	mgc2sp --- transform mel-generalized cepstrum to spectrum
	mgcep --- mel-generalized cepstral analysis
	mgclsp2mgc --- transform MGC-LSP to MGC
	mglsadf --- MGLSA digital filter for speech synthesis
	minmax --- find minimum and maximum values
	mlpg --- obtains parameter sequence from PDF sequence
	mlsacheck --- check stability of MLSA filter
	mlsadf --- MLSA digital filter for speech synthesis
	msvq --- multi stage vector quantization
	nan --- data check
	norm0 --- normalize coefficients
	nrand --- generate normal distributed random value
	par2lpc --- transform PARCOR to LPC
	pca --- principal component analysis
	pcas --- calculate principal component scores
	phase --- transform real sequence to phase
	pitch --- pitch extraction
	poledf --- all pole digital filter for speech synthesis
	psgr --- XY-plotter simulator for EPSF
	ramp --- generate ramp sequence
	raw2wav --- raw to wav (RIFF)
	reverse --- reverse the order of data in each block
	rmse --- calculation of root mean squared error
	root_pol --- calculate roots of a polynomial equation
	sin --- generate sinusoidal sequence
	smcep --- mel-cepstral analysis using 2nd order all-pass filter
	snr --- evaluate SNR and segmental SNR
	sopr --- execute scalar operations
	spec --- transform real sequence to log spectrum
	step --- generate step sequence
	swab --- swap bytes
	symmetrize --- symmetrize the sequence of data
	train --- generate pulse sequence
	transpose --- transpose a matrix
	uels --- unbiased estimation of log spectrum
	ulaw --- -law compress/decompress
	us --- up-sampling
	us16 --- up-sampling from 10 or 12 kHz to 16 kHz
	uscd --- up/down-sampling from 8, 10, 12, or 16 kHz to 11.025, 22.05, or 44.1 kHz
	vopr --- execute vector operations
	vq --- vector quantization
	vstat --- vector statistics calculation
	vsum --- summation of vector
	wav2raw --- wav (RIFF) to raw
	window --- data windowing
	x2x --- data type transformation
	xgr --- XY-plotter simulator for X-window system
	zcross --- zero cross
	zerodf --- all zero digital filter for speech synthesis
	REFERENCES
	INDEX of TOPICS

